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FINDING & UNDERSTANDING 
THE DATA



Using Economic Complexity and Related Measures

There are 3 possible paths one can take in order to get these measures:

1. Use the data provided to us by the CID (thanks to Sebastian Bustos)

– Dropbox

– USB

2. Generate complexity measures using Stata package developed by Sebastian Bustos and 

Muhammed Yildirim (ecomplexity)
– net install ecomplexity, from("https://raw.githubusercontent.com/cid-harvard/ecomplexity/master/") force

– See documentation on ecomplexity by typing ‘help ecomplexity’

3. Reverse engineer using the code provided by CID (https://github.com/cid-harvard/atlas-

data) 

– Useful if one wants to advance the methodology

https://raw.githubusercontent.com/cid-harvard/ecomplexity/master/
https://github.com/cid-harvard/atlas-data


Using Economic Complexity and Related Measures

Generate complexity measures using Stata package developed by Sebastian Bustos and 

Muhammed Yildirim (ecomplexity)
• In Stata:

net install ecomplexity, 
from("https://raw.githubusercontent.com/cid-
harvard/ecomplexity/master/") force
• Download BACI data (http://www.cepii.fr/CEPII/en/welcome.asp). If your institution has 

access to UN Comtrade, then you should be able to get access.

• In order to run the ecomplexity command, you need country-level export data at the 

product-level by year (also an option to include population data)

– E.g. ecomplexity export_value, i(ccode_x) p(h0) t(year)

– Restrict estimations to 128 Atlas countries (see Section 7 of Atlas of Economic Complexity book)

– Choose nomenclature (HS or SITC) and  level of aggregation – CID advised using the 4-digit level

– Collapse data to exporter-product-year level

– Rectangularise the dataset

– Exclude products that account for tiny share of world trade (sort products by share and include products that 

account for 99.9% of world trade)

– Run command and it will generate Complexity variables

• Let’s look at some data

https://raw.githubusercontent.com/cid-harvard/ecomplexity/master/
http://www.cepii.fr/CEPII/en/welcome.asp


Familiarising yourself with the datasets

H0 Data

• All countries
• ECI
• PCI
• Opp. Gain
• Value of 

Exports
• Products

WB Class’n

• All countries
• Regions
• Income 

Groups

GDP Data

• All countries
• GDP data

Lall Class’n

• All products
• Lall

classification
• Technology 

and product 
categories

Important to note that you may require different datasets depending on 
your research question, but some examples we can look at include:



Using Economic Complexity and Related Measures
Complexity variables in the H0 dataset:
• year – period of interest
• exporter – use ISO 3-digit code
• commoditycode – choose nomenclature and level of aggregation
• export_value – value of exports for product p from country c in period t
• import_value and population (not in self-generated dataset)
• rca – revealed comparative advantage index for product p from country c in period t
• mcp – M=1 if RCA>1 (for product p from country c in period t)
• eci – Economic complexity index (for country c in period t)
• pci – Product complexity index (for product p in period t)
• diversity – number of products exported with RCA>1 by country c in period t (not in CID 

dataset)
• ubiquity – number of countries exporting product p in period t with RCA>1 (not in CID 

dataset)
• distance – distance to the product (distance=1/density) (for product p from country c in period t
• coi – Complexity Outlook Index (or Opportunity Value Index) for country c in period t
• cog – Complexity Opportunity Gain for country c and product p in period t



Using (or generating) the Product Space

There are three possible avenues to generating a product space diagram:

• Copy from website and annotate

– See http://atlas.media.mit.edu/en/ or http://atlas.cid.harvard.edu/

– Save as .png file

• Use the Stata ProductSpaceParser.exe written by Cesar Hidalgo that generates 

GML files of product space maps that network software (such as Cytoscape) can 

read.

– We have tried this and it works

– However, need more knowledge of network analytics in order to generate 

useful graphics

• Sebastian Bustos and Muhammed Yildirim write the genproximity Stata 

programme and one can use this to generate the input needed for network 

software such as Cytoscape

http://atlas.media.mit.edu/en/
http://atlas.cid.harvard.edu/
http://www.cytoscape.org/


FURTHER APPLICATIONS



SUB-SAHARAN AFRICA’S 
MANUFACTURING SECTOR: 
BUILDING COMPLEXITY

H. Bhorat, R. Kanbur, C. Rooney, and F. Steenkamp (2017) – click here

https://www.afdb.org/fileadmin/uploads/afdb/Documents/Publications/WPS_No_256_Manufacturing__Employment-Complexity_Analysis_Zc_.pdf


Research questions arising

• Why have we seen a lack of economic development 
in Sub-Saharan Africa, compared to the East Asian 
countries?

• What evidence of structural transformation have we 
seen in these regions, and what does this mean for 
employment in the future?



Evidence of Structural Transformation in Africa: The 

Product Space and Manufacturing in Africa
Product Space Analysis Ghana, 1995 & 2013

Source: The Atlas of Economic Complexity," Centre for International Development at Harvard University, 
http://www.atlas.cid.harvard.edu

• Ghana represents the ‘aggregate African product space’

• Little evidence of manufacturing-led structural transformation

• Implications for future structural transformation



Evidence of Structural Transformation in Africa: The Product Space and 

Manufacturing in Africa
Product Space Analysis Uganda, 1995 & 2013

Source: The Atlas of Economic Complexity," Centre for International Development at Harvard University, 
http://www.atlas.cid.harvard.edu

• BUT, evidence of heterogeneity in ‘African’ product space

• Uganda – ‘manufacturing frontier economy’ – emblematic of a 

number of other African countries (e.g. Kenya, Mauritius)



Evidence of Structural Transformation in Africa: The 
Product Space and Manufacturing in Africa
Opportunity Value in 1995 – No. Manuf. Exports (RCA≥1) in 2013

 
Source: Own calculation using data from The Economic Complexity Observatory (Simoes & Hidalgo, 2011) 
Note: Dropped Germany from High income: OECD sample since it was an outlier. 
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Opporunity value (connectedness of export portfolio) in 1995

• Determine whether a country’s initial export 
structure, and the productive capabilities and 
connectedness associated with that export 
structure, impacts on its ability to undergo 
structural transformation, particularly, a shift 
toward more complex manufactured products. 

• Low income – peripheral nature of productive 
structure offers little potential 

• Middle income – initial productive structure 
allowed for subsequent diversification



Estimating the Determinants of Africa’s Manufacturing 
Performance

Dependent variable = Ln of product count of TM exports FE (1) FE (2)

Log of fixed capital per worker 0.119* 0.113*
[0.063] [0.065]

Total factor productivity 0.073 0.095
[0.103] [0.102]

Total natural resources rents (% of GDP) 0.002 0.002
[0.002] [0.002]

Africa

Economic complexity index -0.029 -0.053
[0.066] [0.057]

Opportunity value index 0.150***
[0.034]

Opportunity value index * Low income country dummy 0.333
[0.226]

Opportunity value index * Middle income country dummy 0.149**
[0.064]

Opportunity value index * High income OECD country dummy 0.136***
[0.031]

Opportunity value index * High income non-OECD country dummy 0.154
[0.098]

Constant 6.037*** 6.104***
[0.719] [0.744]

Observations 1,750 1,750

Number of groups 104 104

R-squared 0.312 0.318

Country FE YES YES
Year FE YES YES
Notes: 1. Robust standard errors in brackets. 2. *** p<0.01, ** p<0.05, * p<0.1 3. ‘Total natural resource rents’ is used a proxy 
for natural resource abundance in a country. 4. ‘Africa’ is a dummy variable controlling for whether a country is an African 
country. 5. The ‘total factor productivity’, the variable used to control for technology, and is measured using current PPPs with 
USA=1. 6. Dependent variable is log of product count of TM exports
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e.g. Jute Woven 
Fabric; Tanned 
sheep hides; Knit 
t-shirts; Felt hats; 
Basketwork; Non-
knit men’s 
undergarments; 
Knit women’s 
coats; Knotted 
carpets; Coconut & 
other vegetable 
fibres; Heavy pure 
woven cotton

e.g. Sulphates; Electric 
batteries; Synthetic fabrics; 
Plastic lids; Eyewear; Cast 
iron pipes; Stranded copper 
wire; Mill Machinery; 
Fishing ships; Dental 
products; Clock cases & 
parts; Water & gas 
generators; Buses; Sewing 
machines; Padlocks; Drilling 
machines; Hot-rolled iron 
bars; Refrigerators; Safes 

e.g. Electric motor parts; 
Office machine parts; 
Electric locomotives; 
Semiconductor devices; 
Polymer ion-exchangers; 
Lifting machinery; Electrical 
parts; Medical instruments; 
Microscopes; Antibiotics; X-
ray equipment

Product Complexity and Development 

Approach 
Taken: A
Quick
Guide



Product Complexity and Development

Evolution of Sub-Saharan Africa's Export Portfolio – Existing Products, 1995-2013

Source: Own calculations using trade data from BACI data (HS 4-digit, revision 1992) to create product complexity measure, and revealed factor intensity data developed by Shirotori et al. (2010).

Notes: 1. Traded products are classified at the 4-digit level of the Harmonised System (HS), with each bubble representing a 4-digit product line. 2. The size of each bubble represents the share of that product in total exports in the final period, 2013. 

3. The horizontal and vertical lines in each scatter plot represent the average revealed capital intensity and the average product complexity for low-technology manufactures falling within the fashion cluster of the Lall (2000) classification (i.e. 

clothing and textiles). 4. Trade flows are restricted to products in which at least one country within a region has a revealed comparative advantage. 5. Trade flows restricted to manufacturing products.
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Product Complexity and Development
Evolution of East and South Asia’s Export Portfolio – Existing Products, 1995-2013

Source: Own calculations using trade data from BACI data (HS 4-digit, revision 1992) to create product complexity measure, and revealed factor intensity data developed by Shirotori et al. (2010).

Notes: 1. Traded products are classified at the 4-digit level of the Harmonised System (HS), with each bubble representing a 4-digit product line. 2. The size of each bubble represents the share of that product in total exports in the final period, 2013. 

3. The horizontal and vertical lines in each scatter plot represent the average revealed capital intensity and the average product complexity for low-technology manufactures falling within the fashion cluster of the Lall (2000) classification (i.e. clothing 

and textiles). 4. Trade flows are restricted to products in which at least one country within a region has a revealed comparative advantage. 5. Trade flows restricted to manufacturing products.
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Product Complexity and Development
Evolution of Sub-Saharan Africa's Export Portfolio – Entry into New Products in 2013

Source: Own calculations using trade data from BACI data (HS 4-digit, revision 1992) to create product complexity measure, and revealed factor intensity data developed by Shirotori et al. (2010).

Notes: 1. Traded products are classified at the 4-digit level of the Harmonised System (HS), with each bubble representing a 4-digit product line. 2. The size of each bubble represents the share of that product in total exports in the final period, 2013. 

3. The horizontal and vertical lines in each scatter plot represent the average revealed capital intensity and the average product complexity for low-technology manufactures falling within the fashion cluster of the Lall (2000) classification (i.e. 

clothing and textiles). 4. Trade flows are restricted to products in which at least one country within a region has a revealed comparative advantage. 5. Trade flows restricted to manufacturing products.
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Product Complexity and Development
Evolution of East and South Asia’s Export Portfolio – Entry into New Products in 2013

Source: Own calculations using trade data from BACI data (HS 4-digit, revision 1992) to create product complexity measure, and revealed factor intensity data developed by Shirotori et al. (2010).

Notes: 1. Traded products are classified at the 4-digit level of the Harmonised System (HS), with each bubble representing a 4-digit product line. 2. The size of each bubble represents the share of that product in total exports in the final period, 2013. 3. The 

horizontal and vertical lines in each scatter plot represent the average revealed capital intensity and the average product complexity for low-technology manufactures falling within the fashion cluster of the Lall (2000) classification (i.e. clothing and textiles). 

4. Trade flows are restricted to products in which at least one country within a region has a revealed comparative advantage. 5. Trade flows restricted to manufacturing products.
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Product Complexity and Development

Source: Own calculations using trade data from BACI data (HS 6-digit, revision 1992) to create product complexity measure, and 

revealed factor intensity data developed by Shirotori et al. (2010).

Notes: 1. Trade flows are restricted to products in which at least one country within a region has a revealed comparative advantage. 2. 

Trade flows restricted to manufacturing products.
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COLLECTIVE LEARNING IN 
CHINA’S REGIONAL 
ECONOMIC DEVELOPMENT

J. Gao, B. Jun, A. Pentland, T. Zhou & C. Hidalgo (2017) – click here 

https://arxiv.org/pdf/1703.01369.pdf


Research questions arising

• How do different areas of China specialize in 
different products?

• How could inter-regional learning have played a role 
in China’s economic development?



The industry space
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Figure 1: Network representation of China’s industry space in 2015. Nodes (circles) represent industries. Links connect industries that are likely to

locate in the same province. Nodes are classified into 70 subcategories and colored according to 18 sectors. The size of each node is proportional

to the number of firms in that industry. The color and weight of links correspond to the proximity value (φ) between two industries.

Balassa (1965). That is, we use the ratio between the observed number of firms operating in industry α in province

i and the expected number of firms of that industry in that province. Formally, the revealed comparative advantage

RCAi,α,t is given by:

RCAi,α,t =
xi,α,t
∑

α xi,α,t

/ ∑

i xi,α,t
∑

α

∑

i xi,α,t
, (2)

where xi,α,t is the number of firms in province i that operate in industry α at year t. We say industry α is present in

province i at year t if RCAi,α,t ≥ 1.

Figure 2 uses black circles to show the industries that were present in Beijing, Hebei, Shanghai, and Zhejiang,

in 1992, 1995, 2000, 2005, 2010, and 2015. In these four illustrative examples, we can see that the new industries

that are present in each of these provinces tend to be connected to other industries that were already present in

that province. For example, Beijing and Shanghai gradually occupy Internet and financial services while Hebei and

Zhejiang gradually occupy manufacturing industries. In the case of Shanghai, we see how the province gradually

shifts its revealed comparative advantage from manufacturing to service and information activities during this period
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Figure 1: Network representation of China’s industry space in 2015. Nodes (circles) represent industries. Links connect industries that are likely to

locate in the same province. Nodes are classified into 70 subcategories and colored according to 18 sectors. The size of each node is proportional

to the number of firms in that industry. The color and weight of links correspond to the proximity value (φ) between two industries.

Balassa (1965). That is, we use the ratio between the observed number of firms operating in industry α in province

i and the expected number of firms of that industry in that province. Formally, the revealed comparative advantage

RCAi,α,t is given by:

RCAi,α,t =
xi,α,t
∑

α xi,α,t

/ ∑

i xi,α,t
∑

α

∑

i xi,α,t
, (2)

where xi,α,t is the number of firms in province i that operate in industry α at year t. We say industry α is present in

province i at year t if RCAi,α,t ≥ 1.

Figure 2 uses black circles to show the industries that were present in Beijing, Hebei, Shanghai, and Zhejiang,

in 1992, 1995, 2000, 2005, 2010, and 2015. In these four illustrative examples, we can see that the new industries

that are present in each of these provinces tend to be connected to other industries that were already present in

that province. For example, Beijing and Shanghai gradually occupy Internet and financial services while Hebei and

Zhejiang gradually occupy manufacturing industries. In the case of Shanghai, we see how the province gradually

shifts its revealed comparative advantage from manufacturing to service and information activities during this period

9



Development of new industries
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Figure 3: Inter-industry learning. (A) Distribution of the density of active related industries for each pair of provinces and industries. The pink

distribution focuses only on pairs of provinces and industries that developed revealed comparative advantage in the next five years. The blue

distribution is for the pairs of industries and provinces that did not develop revealed comparative advantage. The mean of the pink distribution is

significantly larger than that of the blue distribution (ANOVA p-value=2.1×10−40 ). (B) Probability that a new industry will appear in a province as

a function of the density of active related industries (ω). Bars indicate average values and error bars indicate standard errors. Results show averages

for 2001-2015 using five-year intervals. In all calculations, densities were calculated for the base year.

Formally, the density of active related industries (ωi,α,t) for industry α in province i at year t is given by:

ωi,α,t =

∑

β φα,β,tUi,β,t
∑

β φα,β,t
, (3)

where Ui,β,t takes the value of 1 if province i has revealed comparative advantage in industry α at year t (i.e., RCAi,β,t ≥

1) and 0 otherwise. Density is simply an indicator telling us, for each industry, what is the fraction of related industries

that are already present in that province.

Next, we look at the probability that industry α would appear in province i as a function of the density of active

related industries in that province. To reduce noise, we follow Bahar et al. (2014) and restrict the appearance of new

industries to two conditions: a backward condition, which requires an industry to have RCA below 1 during the two

years prior to the beginning of the period; and a forward condition, which requires an industry to sustain RCA above

1 for the two years after the end of the period.

Figure 3A shows the frequency of densities of active related industry for pairs of industries and provinces that

developed revealed comparative advantage (in pink) and that did not develop revealed comparative advantage (in blue)

in a five-year period. The distributions show that–on average–the density of an industry in the provinces that developed
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Figure 3: Inter-industry learning. (A) Distribution of the density of active related industries for each pair of provinces and industries. The pink

distribution focuses only on pairs of provinces and industries that developed revealed comparative advantage in the next five years. The blue

distribution is for the pairs of industries and provinces that did not develop revealed comparative advantage. The mean of the pink distribution is

significantly larger than that of the blue distribution (ANOVA p-value=2.1×10−40 ). (B) Probability that a new industry will appear in a province as

a function of the density of active related industries (ω). Bars indicate average values and error bars indicate standard errors. Results show averages

for 2001-2015 using five-year intervals. In all calculations, densities were calculated for the base year.

Formally, the density of active related industries (ωi,α,t) for industry α in province i at year t is given by:

ωi,α,t =

∑

β φα,β,tUi,β,t
∑

β φα,β,t
, (3)

where Ui,β,t takes the value of 1 if province i has revealed comparative advantage in industry α at year t (i.e., RCAi,β,t ≥

1) and 0 otherwise. Density is simply an indicator telling us, for each industry, what is the fraction of related industries

that are already present in that province.

Next, we look at the probability that industry α would appear in province i as a function of the density of active

related industries in that province. To reduce noise, we follow Bahar et al. (2014) and restrict the appearance of new

industries to two conditions: a backward condition, which requires an industry to have RCA below 1 during the two

years prior to the beginning of the period; and a forward condition, which requires an industry to sustain RCA above

1 for the two years after the end of the period.

Figure 3A shows the frequency of densities of active related industry for pairs of industries and provinces that

developed revealed comparative advantage (in pink) and that did not develop revealed comparative advantage (in blue)

in a five-year period. The distributions show that–on average–the density of an industry in the provinces that developed

11
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Figure 4: Evolution of revealed comparative advantage of provinces in China between 1992 and 2015. Four illustrated industries are Chemical

Products Manufacturing Industry, Pharmaceutical Industry, Electric Machinery Manufacturing Industry, and Wholesale Industry (the keys of labels

correspond to Figure S2. The saturation of the color indicates the value of ln(RCA + 1).

more similar industrial structure. To do so, we measure the industrial similarity of a pair provinces using the cosine

similarity of the vectors summarizing the revealed comparative advantage of industries in each province. Formally,

let yi,α,t = ln(RCAi,α,t + 1) and y j,α,t = ln(RCA j,α,t + 1). Then, the industrial similarity ϕi, j,t between provinces i and j

at year t will be given by:

ϕi, j,t =

∑

α yi,α,ty j,α,t
√

∑

α (yi,α,t)2
√

∑

α (y j,α,t)2
. (5)
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This diagram effectively 
shows how a particular 
area/province having 
RCA>1 could lead to inter-
regional learning, and the 
development of industries 
in neighbouring areas with 
RCA>1 in the future.



Industrial similarity and geographic distance
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Figure 5: (A) Distribution of industrial similarity between pairs of neighboring provinces (in pink) and non-neighboring provinces (in blue). The

red and blue curves are, respectively, normal fits for the distributions for neighboring and non-neighboring province pairs. (B) Industrial similarity

between all pairs of provinces as a function of their geographic distance. Bars correspond to the average industrial similarity (ϕ) of pairs of

provinces at that distance and error bars correspond to standard errors. The blue dash line represent a linear fit of the unbinned data. Pearson’s

correlation between industrial similarity and geographic distance is r = −0.32.

Figure 5A shows the distribution of the industrial similarities (ϕi, j) in 2015 for both, pairs of neighboring provinces

(in pink) and pairs of non-neighboring provinces (in blue). We find that the industrial similarity of neighboring

provinces is significantly larger than the similarity of non-neighboring provinces (ANOVA p-value=8.1× 10−4). Fig-

ure 5B shows the industrial similarity (ϕi, j) as a function of geographic distance (Di, j). Once again, we see that pairs

of provinces in close physical proximity tend to be more similar than distant pairs of provinces (see Figure S9 for

equivalent charts using other distance and travel time measures).

Next, we formalize these observations by constructing an indicator, for each province, of the number of neighbor-

ing provinces that have developed revealed comparative advantage in each industry. We call this estimator the density

of active neighboring provinces (Ω). For province i in industry α at year t, the density of active neighboring provinces

Ωi,α,t is given by:

Ωi,α,t =
∑

j

U j,α,t

Di, j

/

∑

j

1

Di, j
, (6)

where Di, j is the geographic distance between provinces i and j, and the binary variable U j,α,t takes the value of 1 if

RCA j,α,t ≥ 1 and 0 otherwise.
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Figure 5A shows the distribution of the industrial similarities (ϕi, j) in 2015 for both, pairs of neighboring provinces

(in pink) and pairs of non-neighboring provinces (in blue). We find that the industrial similarity of neighboring

provinces is significantly larger than the similarity of non-neighboring provinces (ANOVA p-value=8.1× 10−4). Fig-

ure 5B shows the industrial similarity (ϕi, j) as a function of geographic distance (Di, j). Once again, we see that pairs

of provinces in close physical proximity tend to be more similar than distant pairs of provinces (see Figure S9 for

equivalent charts using other distance and travel time measures).

Next, we formalize these observations by constructing an indicator, for each province, of the number of neighbor-

ing provinces that have developed revealed comparative advantage in each industry. We call this estimator the density

of active neighboring provinces (Ω). For province i in industry α at year t, the density of active neighboring provinces

Ωi,α,t is given by:

Ωi,α,t =
∑

j

U j,α,t

Di, j

/

∑

j

1

Di, j
, (6)

where Di, j is the geographic distance between provinces i and j, and the binary variable U j,α,t takes the value of 1 if

RCA j,α,t ≥ 1 and 0 otherwise.
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The probability of developing new industries
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Figure 7: Joint probability of a province developing revealed comparative advantage in a new industry in a five-year period given the density of

active neighboring provinces (Ω) in horizontal-axis and the density of active related industries (ω) in vertical-axis.

of the industries that a province will develop in the future, suggesting that provinces are more likely to develop an

industry when they have neighbors that are competitive in that industry. The effect of active neighboring provinces

on sustaining RCA in an industry, however, are not as clear (see columns (4)-(6) of Table 2). The bi-variate effects

is negative, but becomes positive after controls. We interpret this as evidence of a tension between competition and

learning, since an active neighboring province is a source of learning when that province does not have an industry,

but it is also a source of competition when that province has developed that industry. In all cases, by controlling for

the number of active industries in a province and the number of provinces that are active in an industry we show that

our findings are not just a reflection of the industrial diversity of a province or the ubiquity of an industry.

3.3. Combining inter-industry and inter-regional learning

In the previous two sections we provided evidence supporting inter-regional and inter-industry learning in China’s

economic development. But do inter-regional and inter-industry learning work together? Or are they substitutes? In

this section we combine both channels using graphical statistical methods and multivariate statistical models.

First, we calculate the joint probability that a new industry will emerge in a province as a function of both the

density of active neighboring provinces (Ω) and the density of active related industries (ω). All filters and definitions

are equivalent to those used in the previous two sections. In agreement with our previous results, in Figure 7 we find
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industry when they have neighbors that are competitive in that industry. The effect of active neighboring provinces

on sustaining RCA in an industry, however, are not as clear (see columns (4)-(6) of Table 2). The bi-variate effects

is negative, but becomes positive after controls. We interpret this as evidence of a tension between competition and

learning, since an active neighboring province is a source of learning when that province does not have an industry,

but it is also a source of competition when that province has developed that industry. In all cases, by controlling for

the number of active industries in a province and the number of provinces that are active in an industry we show that

our findings are not just a reflection of the industrial diversity of a province or the ubiquity of an industry.

3.3. Combining inter-industry and inter-regional learning

In the previous two sections we provided evidence supporting inter-regional and inter-industry learning in China’s

economic development. But do inter-regional and inter-industry learning work together? Or are they substitutes? In

this section we combine both channels using graphical statistical methods and multivariate statistical models.

First, we calculate the joint probability that a new industry will emerge in a province as a function of both the

density of active neighboring provinces (Ω) and the density of active related industries (ω). All filters and definitions

are equivalent to those used in the previous two sections. In agreement with our previous results, in Figure 7 we find
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The high-speed rail as an instrument for 
provincial connectedness
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Figure 8: Industrial similarity and the introduction of high-speed rail. (A) Event study results. The y-axis shows the regression coefficient (βk in

Eq. (9)) as a function of the year, after regressing the industrial similarity of pairs of provinces that were eventually connected by high-speed rail

against the entry of high-speed rail. Red lines are linear fits for 1997-2005 and 2005-2015. (B) Differences-in-differences (DID) results. The y-axis

is the average industrial similarity of all pairs of provinces connected by high-speed rail (in red) or not connected by high-speed rail (in blue). The

value of DID (in green) is 0.029, and it is statistically significant. Vertical dash lines mark the years after speed-up campaigns, besides which the

approximate average speeds of high-speed rail are shown.

Next, we validate these results using differences-in-differences and the following specification:

ϕi, j,t = β0 + β1(Treati, j ∗ A f tert) + β2Treati, j + β3A f tert + AX′ + εi, j. (10)

Here, ϕi, j,t is the industrial similarity between provinces i and j at year t, and εi, j is the error term. Treati, j ∗ A f tert

is the DID term, where the dummy Treati, j denotes whether provinces i and j are affected by the introduction of

high-speed rail. A f tert denotes whether it is before or after high-speed rail entry for each year t. The vector X denotes

other control variables, which include gravity considerations, such as the difference between population, GDP per

capita, urbanization, and trade, among province pairs.

Figure 8B summarizes the results of the DID analysis studying the effect of high-speed rail on industrial similarity.

The DID (in green) between treatment group (in red) and the expected trend from the control group (in dashed black

line) is 0.029, indicating that pairs of provinces became more industrially similar after the introduction of high-speed

rail. The first three columns of Table 4 present the results of the DID regressions while controlling for differences

in the level of population, GDP per capita, urbanization, and trade, among these pairs of cities (see Table S4 for

summary statistics of covariates). The regression coefficient (β1) of the interaction term (Treati, j ∗ A f tert) is positive
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Figure 9: (A) Productivity of provinces as a function of the density of neighboring province productivity five years before. Bars indicate average

values and error bars indicate standard errors. Results show averages for 2005-2014 using five-year intervals. (B) Average productivity of province

pairs connected with high-speed rail (treatment, in red) and without high-speed rail (control, in blue). The differences-in-differences (DID, in

green) is CNY 98,713 (∼USD 15k). Vertical dash lines mark the years after speed-up campaigns, besides which the approximate average speeds

of high-speed rail are shown.

that industry α in that province i.

We use this density estimator (ζ) to explore whether industries tend to be more productive when they are in

provinces that are surrounded by neighbors that are productive in that industry. Figure 9A shows that the average

productivity of an industry in a province increases with the productivity density of neighboring provinces. Once

again, we find an increasing and convex relationship.

Finally, we analyze the effects of high-speed rail on the average productivity of the industries in a province using

differences-in-differences. Like before, we check the pre-trend of average productivity (see Figure S14A), and find

there is no pre-trend (supporting the use of DID). For this DID analysis we modify Eq. (10) by replacing the industrial

similarity ϕi, j with the average productivity p̄i, j between pair of provinces i and j. Figure 9B shows a graphical

summary of the DID analysis using average productivity. The DID (in green) between treatment group (in red) and

control group (in blue) is CNY 98,713 (∼USD 15k), meaning that workers in pairs of industries linked by high-speed

rail increased their productivity, on average, by CNY 98,713 more than province pairs not connected by rail (see

Figure S14B).

Finally, we present our differences-in-differences analysis for productivity and the instroduction of high-speed rail
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Figure 9: (A) Productivity of provinces as a function of the density of neighboring province productivity five years before. Bars indicate average

values and error bars indicate standard errors. Results show averages for 2005-2014 using five-year intervals. (B) Average productivity of province

pairs connected with high-speed rail (treatment, in red) and without high-speed rail (control, in blue). The differences-in-differences (DID, in

green) is CNY 98,713 (∼USD 15k). Vertical dash lines mark the years after speed-up campaigns, besides which the approximate average speeds

of high-speed rail are shown.

that industry α in that province i.

We use this density estimator (ζ) to explore whether industries tend to be more productive when they are in

provinces that are surrounded by neighbors that are productive in that industry. Figure 9A shows that the average

productivity of an industry in a province increases with the productivity density of neighboring provinces. Once

again, we find an increasing and convex relationship.

Finally, we analyze the effects of high-speed rail on the average productivity of the industries in a province using

differences-in-differences. Like before, we check the pre-trend of average productivity (see Figure S14A), and find

there is no pre-trend (supporting the use of DID). For this DID analysis we modify Eq. (10) by replacing the industrial

similarity ϕi, j with the average productivity p̄i, j between pair of provinces i and j. Figure 9B shows a graphical

summary of the DID analysis using average productivity. The DID (in green) between treatment group (in red) and

control group (in blue) is CNY 98,713 (∼USD 15k), meaning that workers in pairs of industries linked by high-speed

rail increased their productivity, on average, by CNY 98,713 more than province pairs not connected by rail (see

Figure S14B).

Finally, we present our differences-in-differences analysis for productivity and the instroduction of high-speed rail
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Table 4: DID regressions considering the effect of high-speed rail entry on the industrial similarity and the productivity of industries.

Independent Variables

DID Regressions Using OLS Model

Industrial Similarity Productivity

(1) (2) (3) (4) (5) (6)

High-speed Rail Entry
0.0290* 0.0266* 0.0268* 98713*** 107343*** 105636***
(0.0152) (0.0150) (0.0152) (27649) (27211) (26011)

Treatment Group
0.0637*** 0.0565*** 0.0588*** 39135** 30463* 26796
(0.0107) (0.0110) (0.0108) (16240) (17033) (17379)

After Entry
0.0498*** 0.0466*** 0.0506*** 364939*** 376791*** 361501***
(0.0091) (0.0091) (0.0090) (17603) (17362) (16524)

∆ Population (log)
-0.0204*** -6881
(0.0049) (8767)

∆ GDP per capita (log)
-0.0207** 109114***
(0.0081) (17389)

∆ Urbanization
0.0160*** 213686***
(0.0127) (33900)

∆ Trade (log)
-0.0068*** 20877***
(0.0024) (4615)

Observations 930 930 930 930 930 930

Robust R2 0.1628 0.1833 0.1689 0.4980 0.5223 0.5548

RMSE 0.1109 0.1097 0.1106 2.10 × 105 2.00 × 105 2.00 × 105

Notes: Data are for the year 2004 (before high-speed rail entry) and 2014 (after high-speed rail entry). Significant level: ∗p < 0.1, ∗ ∗ p < 0.05,
and ∗ ∗ ∗p < 0.01.

and significant, and it is robust to controls (see Table S5). These results suggest that the introduction of high-speed

rail had an effect on the increase of industrial similarity experienced by pairs of Chinese provinces.

Second, we examine the effect of high-speed rail on inter-regional learning by measuring the productivity of

industries. One may worry that the level of productivity is likely to rely on the industrial structure of provinces.

However, the correlation coefficients between productivity and industrial similarity are neither high nor consistent over

time, allowing us to explore the effect of high-speed rail on productivity as a separate observation (see Figure S13).

Similar to what we did with before, we measure the productivity density of active neighboring provinces as the

average productivity of neighboring provinces weighted by distance. The productivity density of an industry in a

province (ζiα) tells us if industry α in province i is surrounded by provinces that are active and productive in that

industry:

ζi,α,t =
∑

j

p̄i, j,α,t

Di, j

/

∑

j

1

Di, j
, (11)

Here p̄i, j,α,t is the average productivity of provinces i and j in industry α at year t, and Di, j is the geographic distance

between provinces i and j. The productivity p̄ of industry α in province i is its labor productivity, measured as revenue

per worker, i.e., the total revenue of industry α in a province i divided by the total number of employees working in
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Research questions arising

• Is there a link between the productive structure of a 
country’s economy and their ability to generate and 
distribute income?

• Can we explain inequality trends in the world through 
the use of economic complexity to model productive 
structures?



ECI and Inequality?
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Figure 1. Export structure of Chile (A) and Malaysia (B) in 2012. Source: atlas.media.mit.ed.

Figure 2. Bivariate relationships between economic complexity, income, and income inequality. Notes: All figures show that R2 and all p-values are less than
10–10. (A) ECI versus GINI EHII in 2000–08. (B) Natural logarithm of GDP per capita (constant 2005 US$) versus GINI EHII. (C) ECI versus GINI EHII

in 1963–69, (D) 1970–79, (E) 1980–89, and (F) 1990–99.

78 WORLD DEVELOPMENT

RCAcp ¼
Xcp=

P
p0Xcp0P

c0Xc0p=
P

c0p0Xc0p0

where Xcp is the total export of country c in product p. RCA is
larger than 1 (indicating that a country has comparative
advantage in a product), if a country’s export of a product

Figure 1. Export structure of Chile (A) and Malaysia (B) in 2012. Source: atlas.media.mit.ed.

Figure 2. Bivariate relationships between economic complexity, income, and income inequality. Notes: All figures show that R2 and all p-values are less than
10–10. (A) ECI versus GINI EHII in 2000–08. (B) Natural logarithm of GDP per capita (constant 2005 US$) versus GINI EHII. (C) ECI versus GINI EHII

in 1963–69, (D) 1970–79, (E) 1980–89, and (F) 1990–99.

78 WORLD DEVELOPMENT



ECI and Inequality?

relationship between economic complexity and income
inequality (R2 = 0.58, p-value = !10"16) is stronger than the
relationship between income inequality and GDP per capita
(R2 = 0.36, p-value = !10"10), and the difference in R2

between these two bivariate regressions is statistically signifi-
cant. To test for the significance of the difference in R2 we used
the Clarke-Test for non-nested models. Just as the F-test is the
standard method to select among nested models, the Clarke-
test is the basic statistical model used to test the significance
of differences in R2 for non-nested models (models where the
independent variables are not perfect subsets of each other).
In our case, the Clarke-Test prefers the ECI-GINI model over
the GDP per capita-GINI model with a p-value = 4.3 # 10"7

(also see Table 5 in the Appendix). Figure 2-C to -F, further-
more, show that the negative bivariate relationship between
income inequality and economic complexity is stable across
all considered decades. In all decades, we find a negative and
significant relationship between economic complexity and
income inequality.
Next we compare the bivariate relationships between differ-

ent measures of productive structures and income inequality in
the period 2000–08 (Figure 3). The matrix diagonal of Figure 3
illustrates the histograms of each variable, the upper triangle
of the matrix shows the correlation coefficients between each
pair of variables, and the lower triangle shows the correspond-
ing scatterplots with a smoothed conditional mean line. ECI
has strong and significant correlations with all other measures
of productive structure, while ECI has a higher correlation
with the income inequality measures GINI EHII and GINI
ALL than GDP and all other measures of productive struc-
tures. Table 5 and 6 in the Appendix also show the result of
the Clarke tests comparing the predictive power of ECI for
income inequality with other measures of productive struc-
tures for time periods. In the case of GINI EHII data, ECI
is significantly preferred as predictor variable in 15 out of 16

model comparisons, whereas only in one model comparison
neither model is significantly preferred. In case of the GINI
ALL data, ECI is significantly preferred in 13 out of 16 model
comparisons, while in three cases neither model is preferred.
There is no case which income per capita or measures of pro-
ductive structures are significantly preferred as predictor vari-
able for income inequality in comparison to ECI.
Next, we proceed to cross-sectional and panel regressions to

see if there is a significant correlation between economic com-
plexity and inequality when controlling for other factors of
inequality like human capital or institutions. Afterward, we
present a new measure that allows us to estimate the level of
inequality related to different types of products. This measure,
in combination with the network of related products (Hidalgo
et al., 2007), shows how the productive structure constrains a
country’s income inequality and opportunities for inclusive
economic development.

(b) Multivariate regression results

We start our analysis with a pooled regression for the period
from 1996 to 2008, and then we explore the changes in Ginis,
during 1960s–2000s, using a panel regression for each decade
that includes country fixed effects. Because of the sparseness
of the Gini datasets and slow temporal changes in Ginis, we
use average values for each panel. We use the periods 1996–
2001 and 2002–08 for cross-section regressions and 1963–69,
1970–79, 1980–89, 1990–99, and 2000–08 for the fixed effects
panel regression. Due to the sparseness of the institutional
variables, we only include them in the cross-section regres-
sions.

(i) Pooled regression
Table 2 shows a pooled cross-sectional regression for the

periods of time between 1996–2001 and 2002–08. Columns
1–6 illustrate a sequence of nested models that regress income
inequality against economic complexity, GDP per capita at
Purchasing Power Parity (PPP) and its square (a.k.a. Kuz-
nets’ Curve), average years of schooling, population and the
institutional factors: corruption control, government effective-
ness, political stability, voice and accountability, and regulatory
quality.
In every model, the Economic Complexity Index (ECI) is a

negative and significant predictor of income inequality. Edu-
cation (as measured by average years of schooling) and log
GDP squared also show a negative and significant correlation
with inequality; log GDP a positive and significant correlation.
Notably, when we control for economic complexity, then the
rising part of the Kuznets curve is even more pronounced than
without it. Also the role of education in terms of years of
schooling becomes less important. Together, all variables
explain 69.3% of the variance in income inequality among
countries (Table 2, Column 1), but ECI is the most significant
variable in the regression analysis, and it is also the variable
that explains the largest percentage of the variance in income
inequality after the effects of all other variables have been
taken into account. The semi-partial correlation of ECI (the
difference in R2 between the full model and one in which only
ECI was removed) is 8.1%, meaning that 8.1% of the variance
in income inequality—which is not accounted for by institu-
tional and macroeconomic variables—is explained by ECI
(Table 2). Conversely the semi-partial correlations of all insti-
tutional variables is less than 0.1%, while that of income, pop-
ulation, and education, are all individually less than 2%. This
means that these variables capture information about inequal-
ity that is already largely captured by ECI. Furthermore, ECI

Figure 3. Correlations between different economic diversity measures and
income inequality in 2000–08. HHI refers to the Herfindahl–Hirschman
Index and is a commonly used concentration measure; the Economic
Complexity Index (ECI), the Fitness Index, and Shannon Entropy are used

to measure the diversity and sophistication of a country’s exports.
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contains additional information about inequality that cannot
be explained by these other variables alone.
In the Table 7–11 of the Appendix we also test these results

within each decade as well as using alternative Gini data sets
(Galbraith et al., 2014; Milanovic, 2013) and alternative mea-
sures of economic diversity, concentration, and fitness
(Boschma & Iammarino, 2009; Cristelli et al., 2015; Frenken
et al., 2007; Herfindahl, 1950; Hirschman, 1945; Imbs &
Wacziarg, 2003; Saviotti & Frenken, 2008; Tacchella et al.,
2012; Teece et al., 1994). We find that our results are robust
to these changes in datasets, methods, and classifications.

(ii) Temporal changes
Next, we explore whether changes in a country’s level of

economic complexity are associated with changes in income
inequality using a country-fixed-effect panel regression with
decade panels from 1963 to 2008. Unlike cross-sectional
results, which make use of variations in inequality between
countries, fixed-effect panel regressions exploit temporal vari-
ations within a country. These variations are small for both
income inequality and economic complexity, and thus we
should not expect large effects. Yet, despite the low levels of
temporal variation in the data, the fixed-effect panel regression
still reveals a negative and significant association between a

country’s change in economic complexity and in its Gini coef-
ficient (Table 3), meaning countries that experienced an
increase in economic complexity tended to experience a
decrease in income inequality. In fact, we find that an increase
in one standard deviation in economic complexity is associated
with a reduction in Gini of 0.03. This association between
changes in economic complexity and income inequality is
robust to the inclusion of measures of income and human cap-
ital. The institutional variables are not included since those
data are only available for one of the five panels (the most
recent one).
This shows that the mix of products that a country exports

is a significant predictor of income inequality in both cross-
sectional and panel regressions, even when controlling for
other aggregated socioeconomic variables, like GDP, educa-
tion, or population. Naturally, future research could address
variations within educational achievements or variables like
within-countries differences in access to infrastructure in more
detail (Acemoglu & Dell, 2010).
While in this section we controlled the significant general

trends of the relationship between economic complexity
and income inequality, the next section explores the inequal-
ity related to 775 particular product categories and visualizes
the importance of the network structure of production—or

Table 2. Pooled OLS regression models

Dependent variable: Gini

(I) (II) (III) (IV) (V) (VI)

ECI !0.040*** !0.037*** !0.046*** !0.033*** !0.044***

(0.007) (0.007) (0.007) (0.006) (0.006)
ln(GDP PPP pc) 0.067** 0.059* 0.060** 0.056* 0.075***

(0.028) (0.032) (0.029) (0.028) (0.025)
ln(GDP PPP pc)2 !0.004** !0.004* !0.003* !0.003* !0.004***

(0.002) (0.002) (0.002) (0.002) (0.001)
Schooling !0.005*** !0.009*** !0.004** !0.006*** !0.005***

(0.002) (0.002) (0.002) (0.002) (0.002)
Ln Population 0.007** 0.0001 0.005* 0.008*** 0.009***

(0.003) (0.003) (0.003) (0.003) (0.002)
Rule of law !0.013 !0.016 !0.016 !0.015 !0.013

(0.013) (0.014) (0.013) (0.013) (0.013)
Corruption Control 0.011 0.027* 0.009 0.016 0.007

(0.013) (0.014) (0.013) (0.013) (0.013)
Government Effectiveness 0.002 !0.022 0.003 0.006 0.010

(0.017) (0.018) (0.017) (0.017) (0.017)
Political stability !0.010 !0.017** !0.009 !0.009 !0.017***

(0.006) (0.007) (0.006) (0.006) (0.006)
Regulatory quality !0.006 !0.012 !0.0002 !0.010 !0.012

(0.012) (0.014) (0.012) (0.012) (0.012)
Voice and accountability 0.001 0.006 0.001 !0.004 0.003

(0.008) (0.009) (0.008) (0.008) (0.008)
Constant 0.083 0.286** 0.391*** 0.068 0.244** 0.016

(0.130) (0.141) (0.050) (0.134) (0.114) (0.121)

Observations 142 142 142 142 142 142
R2 0.717 0.639 0.701 0.699 0.704 0.704
Adjusted R2 0.693 0.612 0.681 0.676 0.681 0.693
Residual std. error 0.035 (df = 130) 0.039 (df = 131) 0.035 (df = 132) 0.035 (df = 131) 0.035 (df = 131) 0.035 (df = 136)
F-statistic 29.916***

(df = 11; 130)
23.208***

(df = 10; 131)
34.413***

(df = 9; 132)
30.458***

(df = 10; 131)
31.165***

(df = 10; 131)
64.656***

(df = 5; 136)

Notes: *p < 0.1; **p < 0.05; ***p < 0.01.
These pooled OLS regression models regress income inequality against economic complexity, a country’s average level of income and its square,
population, human capital, and the institutional variables: rule of law, corruption control, government effectiveness, political stability, regulatory quality,
and voice and accountability. Column I includes all variables. Columns II–VI exclude blocks of variables to explore the contribution of each group of
variables to the full model. The sharpest drop in R2 (from 0.693 to 0.612) is observed when ECI is removed from the regression. The table pools data from
two panels, one from 1996 to 2001 and another one from 2002 to 2008. The numbers in parenthesis are standard errors (SEM).
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product space—for the subsequent diversification of coun-
tries into more inclusive industries or less inclusive indus-
tries.

5. THE PRODUCT SPACE AND INCOME INEQUALITY

This section first estimates the expected inequality related to
different types of products and then uses this information to
visualize the country unique structural constraints on eco-
nomic development and income inequality.

(a) Decomposing inequality at the product level

We decompose the relationship between economic complex-
ity and income inequality into individual economic sectors by
creating a product-level estimator of the income inequality
that is expected for the countries exporting a given product.
We call this product level indicator the Product Gini Index
(PGI). The PGI is closely related to previous measures on
the sophistication of exports—i.e., the export sophistication
measure of Lall, Weiss, and Zhang (2006), the PRODY of
Hausmann et al. (2006) and the Product Complexity Index
of Hidalgo and Hausmann (2009)—showing that the type of
products a country exports determines its level of economic
development (Hausmann et al., 2006; Hidalgo & Hausmann,
2009; Hidalgo et al., 2007; Rodrik, 2006). However, instead
of relating products to income of the countries exporting these
products, the PGI explores the association of products with
different levels of income inequality.
Decomposing income inequality at the product level can be

understood in the context of the co-evolution between produc-
tive structures, education, and institutions, as discussed in the
introduction. To decompose income inequality at the product
level we define the Product Gini Index (PGI) as the average
level of income inequality of a product’s exporters, weighted
by the importance of each product in a country’s export bas-
ket. Formally, we define the PGI (Product Gini Index) for a
product p as:

PGIp ¼
1

Np

X

c

McpscpGinic

where Ginic is the Gini coefficient of country c,Mcp is 1 if country
c exports product p with revealed comparative advantage and 0
otherwise, scp is the share of country c’s exports represented by
product p. Np is a normalizing factor that ensures PGIs are the
weighted average of the Ginis. Np and scp are calculated as:

Np ¼
X

c

Mcpscp

where,

scp ¼ Xcp=
X

p0
Xcp0

where Xcp is the total export of product p by country c.
We estimate PGIs using an average of Ginis for each pro-

duct, instead of using a regression with product dummies,
because the number of products in our data is much larger
than the number of countries (e.g., 775 vs. 92 in 1995–2008),
and hence, a regression would be over-specified.
Figure 4A illustrates the construction of the PGI and Fig-

ure 4B shows the top 3, bottom 3 and median 3 products
according to the ranking of PGI values during 1995–2008
(for all products see Table 15 in the Appendix). The products
associated with the highest levels of income inequality (high
PGI) mainly consist of commodities, such as Cocoa Beans,
Inedible Flours of Meat and Fish, and Animal Hair. Low
PGI products, on the other hand, include more sophisticated
forms of machinery and manufacturing products, such as
Paper Making Machine Parts, Textile Machinery, and Road
Rollers.
Further information and descriptive statistics about the Pro-

duct Ginis can also be found in the Table 12–14 and Figure A2
of the Appendix. It must be noted that products with a high
level of economic complexity—measured by the product com-
plexity index (Felipe et al., 2012; Hausmann et al., 2014;
Hidalgo & Hausmann, 2009)—tend to also have lower PGI

Table 3. Fixed-effects panel regression

Dependent variable: GINI

I II III IV V VI VII

ECI "0.031*** "0.033*** "0.024**** "0.026*** "0.030*** "0.029***

"0.007 "0.007 "0.007 "0.007 "0.007 "0.007
ln(GDP PPP pc) "0.038 "0.042 "0.017 "0.032 "0.053*

"0.028 "0.027 "0.029 "0.03 "0.03
ln(GDP PPPpc)2 0.003* 0.002 "0.00003 0.0005 0.004**

"0.002 "0.002 "0.002 "0.002 "0.002
Schooling 0.010*** 0.014*** 0.015*** 0.010***

"0.002 "0.003 "0.003 "0.002
Ln population "0.024** "0.016 "0.022** 0.014*

"0.011 "0.011 "0.01 "0.008

Observations 338 338 338 338 338 338 338
R2 0.077 0.123 0.198 0.213 0.165 0.196 0.134
Adjusted R2 0.055 0.087 0.139 0.149 0.116 0.138 0.094
F-statistic 20.13****

(df = 1; 240)
11.14***

(df = 3; 238)
14.63***

(df = 4; 237)
12.80***

(df = 5; 236)
11.74***

(df = 4; 237)
19.36***

(df = 3; 238)
9.15***

(df = 4; 237)

Country fixed effects Yes Yes Yes Yes Yes Yes Yes

Notes: *p < 0.1; **p < 0.05; ***p < 0.01.
These seven fixed-effects panel regression models explore whether changes in a country’s level of economic complexity are associated with changes in
income inequality (column I), also controlling for the effects that other socioeconomic factors like income (column II), human capital (column III) and
population (column IV) have on income inequality. Columns V–VII control the variance explained by the model when ECI, income, or schooling, are
excluded from the analysis. The numbers in parenthesis are standard errors (SEM).
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The Product Gini Index (PGI)

• The PGI is a way of decomposing income inequality at 
the product level.

• It estimates the average inequality (as measured through 
the Gini) of the countries which export a particular 
product.

• Mathematically:

!"#$ =
1
'$

(
)
*)$+)$",-,)

M is 1 if a country exports product p with RCA>1, and 0 
otherwise; s is the share of a country’s exports made up by 
product p. '$ is a normalizing factor to ensure that !"#$ is a 
weighted average of the Ginis only.



Translating the Gini into the product space

values (Figure A2 of the Appendix). This means that complex
products—such machine parts or electronic equipment for
industrial chains or I-Phones, robots, or 3D printing
devices—tend to be produced in more equalitarian countries
than simpler and resource-exploiting products like cocoa
beans or copper. It is common sense that complex products
require a larger network of skilled workers, related industries,
and inclusive institutions making the economic competitive-
ness of these products possible, than simpler industrial prod-
ucts and resource exploiting activities whose competitiveness
is mainly based on resource richness, low labor costs, rou-
tinized activities, and economies of scale. A related observa-
tion, which is important but beyond the scope of this paper
is that these simpler products also tend to be located at the
beginning or the end of global production chains—they are
either extractive or assembly activities.
Naturally, the association between product complexity and

income inequality also implies the need to understand the sys-
temic distribution of inequality across the network of related
products—or global product space (Hidalgo et al., 2007),
and how productive transformations of the productive matrix
are associated with changes in income inequality.

(b) The product space and the evolution of income inequality

In this section, we use PGIs in combination with the product
space—the network connecting products that are likely to be
co-exported—to show how changes in a country’s productive
structure are connected to changes in a country’s level of
income inequality.
Figure 5A assigns colors for each product, using PGIs dur-

ing 1995–2008. Products associated with low levels of inequal-
ity (low PGIs) are located in the center of the product space,
where the more sophisticated products are located. On the
other hand, high-PGI products tend to be located in the
periphery of the product space, where less sophisticated prod-
ucts are located (6).
We can also use the product space to study the constraints

on industrial diversification and the evolution of income
inequality implied by a country’s productive structure. The
product space captures the notion that countries, cities, and
regions, are significantly more likely to diversify toward prod-

ucts that are similar (i.e., connected in the product space) to
the products that they currently export (Boschma &
Iammarino, 2009; Frenken et al., 2007; Hausmann et al.,
2014; Hidalgo & Hausmann, 2009; Hidalgo et al., 2007;
Neffke, Henning, & Boschma, 2011; Saviotti & Frenken,
2008).
Figure 5B–G compares the evolution of the productive

structure of Malaysia (5B–C), Norway (5D–E), and Chile
(5F–G). Malaysia’s economy evolved from high-PGI products
in 1963–69—e.g., natural rubber, and sawlogs—to low-PGI
products in 2000–08—e.g., electronic microcircuits and com-
puter parts. Norway, on the other hand, moved in the opposite
direction, increasing its dependency on a high-PGI product—
crude petroleum—and saw an increase in income inequality.
Finally, Chile developed in a more constrained way, diversify-
ing into products with a relatively high PGI—frozen fish, fresh
fish, and wine. More generally, these examples illustrate how
the productive structure of a country constrains the evolution
of its income inequality.

(c) Facilitating the interactive study of countries’ paths of
inclusive growth

Data on all countries can be explored in an interactive web-
tool we designed for this paper. The web-tool is available at
MIT’s observatory of economic complexity (atlas.media.mit.
edu). The purpose of the interactive, visualization tool is to
enable discussion among academicians, policy-makers, and prac-
titioners about inclusive growth opportunities that takes into
account each country’s unique productive structure, particular
opportunities for inclusive growth, and historical-structural-
developments. The interactive online tool allows the user to
explore a map of 774 products between the years 1963 and 2014.

6. DISCUSSION/CONCLUDING REMARKS

Our results illustrate that the ability of an economy to both
generate and distribute income is strongly correlated with the
mix of products a country is able to produce and export.
Taking economic complexity and productive space dynam-

ics into account allows us to reveal structural linkages between

Figure 4. The Product Gini Index (PGI). Notes: (A) The Product Gini Index (PGI) is a weighted average of the Gini coefficients of the countries that export
a product. The Gini coefficients of five copper exporters are shown in red. In blue, we show the Gini coefficients of exporters of paper-making machine parts.
(B). Top three, middle three, and bottom three products by PGI values. The PGI value is indicated with a black diamond. The Gini values of the five countries
that contribute the most to each of these PGI are shown using diamonds. All values are measured using data from 1995 to 2008. (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of this article.)
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economic development and income inequality which aggre-
gated variables like the average years of schooling or income
per capita alone are incapable of revealing. Our empirical
results document a strong and robust correlation between

the economic complexity index and income inequality. Using
multivariate regression, we confirmed that this relationship is
robust to controlling for measures of income, education, and
institutions, and that this relationship has remained strong

Figure 5. The product space and income inequality. (A) In this visualization of the product space nodes are colored according to a product’s PGI as measured
during 1995–2008. Node sizes are proportional to world trade during 2000–08. The networks are based on a proximity matrix representing 775 SITC-4 product
classes exported during 1963–2008. The link strength (proximity) is based on the conditional probability that the products are co-exported. (B) Malaysia’s
export portfolio during 1963–69. In this figure and the subsequent ones’ node sizes indicate the share of a product in a country’s export basket. Only products
with RCA greater than 1 are presented. (C) Malaysia’s export portfolio during 2000–08. (D) Norway’s exports during 1963–69 and (E) during 2000–08. (F)

Chile’s exports during 1963–69, and (G) during 2000–08.
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What else can be done?

• As we have seen, economic complexity can be 
utilized in a number of diverse economic 
investigations. 

• It is a powerful way of representing or visualising a 
country’s economy, which is very flexible in its 
application to further research.

• Perhaps you could spend some time thinking about 
how your own research may benefit from this 
inclusion of the theory of economic complexity. 



Thank you


