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Appendices 1 

 2 

Appendix 1. Construction of the indirect-damage rate function  3 

 4 

Pumping groundwater from aquifer systems leads to compaction of compressible fine-grained 5 

sediments within or next to aquifer systems (Leake and Prudic, 1991, p.1). In an opposite manner, 6 

aquifers with coarse-grained sediments compaction may be reversed when groundwater is 7 

replenished, given the fact that they have no impact on the aquifer system’s storage capacity 8 

(Williamson et al., 1989, p.97). All aquifer systems, according to Holzer and Galloway (2005), 9 

compact to some degree in response to a change in groundwater level. Compaction is controlled, 10 

in theory, by effective stress (Holzer and Galloway, 2005). As suggested by Terzaghi (1925), 11 

effective stress (total pressure (geostatic stress) minus the pore-fluid pressure (neutral or 12 

hydrostatic stress)) is given by Equation (1.1) below   13 

 𝛿! = 𝛿 − 𝜇 (1.1) 14 

where 𝛿!, 𝛿, and 𝜇 represent the effective stress, the total pressure (geostatic stress), and the pore-15 

fluid pressure (neutral or hydrostatic stress), respectively. Removing groundwater from sediments 16 

lowers the pore-fluid pressure within the sediments (Holzer and Galloway, 2005). As a result, the 17 

effective stress rises, and the pore space (or pore volume) decreases. This process is referred to by 18 

hydrologists as compaction (Poland et al., 1972). The change in effective stress has been shown to 19 

be proportional to the amount of compaction (Riley, 1969; Helm 1975; Leake and Prudic, 1991, 20 

p.3). The change in effective stress in an unconfined aquifer system depends on the change in 21 

water table level (Leake and Prudic, 1991, p.3). Thus, we define the change in effective stress for 22 

an unconfined aquifer system as suggested by Poland and Davis (1969, p.195)  23 

 Δ𝛿! = −𝛾"(1 − 𝑛 + 𝑛")Δ𝐻 (1.2) 24 

where Δ𝛿! represent the change in effective stress (positive for a rise and negative for a reduction), 25 

, 𝛾" represents the unit weight of water (𝑁/𝑚#), 𝑛 represents the porosity (dimensionless), 𝑛" 26 

represents the moisture content of sediments above water table (in the unsaturated zone) as a 27 

fraction of total volume (dimensionless), and Δ𝐻  represents the change in water table (positive 28 

for raising and negative for lowering). The change in water table height per unit time is give by 29 

(Koundouri, 2004; Latinopoulos and Sartzetakis, 2014)  30 
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                                                𝐻̇ = $
%&
[𝑅 − (1 − 𝛼)𝑊].                                              (1.3) 31 

 32 

In Equation (1.2), we replace Δ𝐻 with  $
%&
[𝑅 − (1 − 𝛼)𝑊] such that Equation (1.2) becomes 33 

 34 

 Δ𝛿! = −𝛾"(1 − 𝑛 + 𝑛")
$
%&
[𝑅 − (1 − 𝛼)𝑊]. (1.4) 35 

 36 

Therefore, Δ𝐻 = $
%&
[𝑅 − (1 − 𝛼)𝑊] can be negative (implying the water table height is lowering) 37 

if W > R + 𝛼𝑊 and this represents groundwater drawdown which contributes to LS. When W <38 

	R + 𝛼𝑊, Δ𝐻 is positive which implies a reduction in effective stress and thus no compaction (or 39 

LS) occurrence. In this case, farmers will not be taxed since they have been preventing LS from 40 

occuring (Wang et al., 2015). That is, we assume that the pumpers are penalized for any of their 41 

action (in this case, simply withdrawals) that leads to inelastic compaction (a permanent reduction 42 

in the thickness of sediments due to an increase in vertical effective stress). 43 

 44 

Compaction, on the other hand, occurs whenever there is an increase in the effective stress. 45 

However, inelastic (permanent) compaction, which results in the loss of aquifer system storage 46 

capacity, occurs only when the effective stress exceeds the pre-consolidation stress (Holzer and 47 

Galloway, 2005; Lofgren, 1975, p.40). Pre-consolidation stress refers to the highest effective stress 48 

that a soil has experienced over its life (Yang et al., 2009). Any rise in effective stress value lower 49 

than the pre-consolidation stress causes elastic compaction, in which sediment deformations can 50 

be reversed by replenishing the aquifer system. When inelastic compaction occurs, pore space is 51 

permanently reduced and cannot be restored. This means that the aquifer system’s storage capacity 52 

is reduced forever. Even if the aquifer system’s water level is restored throughout, it will not be 53 

able to contain the same volume of water as it did before the compaction (Williamson et al., 1989, 54 

p.97). When the aquifer system experiencing subsidence is replenished and then groundwater 55 

levels fall again, significant compaction will not resume until the new pre-consolidation stress is 56 

surpassed (Holzer and Galloway, 2005; Leake and Prudic, 1991, p.4). As suggested by Poland 57 

(1969, p.288-290), the approximate inelastic compaction Δ𝑞 (in 𝑚) is given by Equation (1.5) 58 

below  59 

 Δ𝑞 = 𝑦'𝑦Δ𝛿! (1.5) 60 
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where 𝑦' and 𝑦 represent the compacting beds’ mean compressibility and the aggregate thickness, 61 

respectively. As mentioned earlier, we assume a single-cell aquifer system with a non-62 

heterogeneous distribution of impacts and wells. Without loss of generality, we assume that the 63 

compacting beds’ aggregate thickness is equal to the aquifer system’s thickness 𝑏, and that the 64 

compacting beds’ mean compressibility is equal to the aquifer system compressibility 𝜓. The 65 

aquifer’s system storage capacity is represented by 𝐴𝑆. The total amount of water resource 66 

presented in the aquifer system at a given time is obtained by multiplying 𝐻 by 𝐴𝑆 (Williams et 67 

al., 2017). The entire amount of storage capacity lost as a result of inelastic compaction is therefore 68 

obtained by multiplying 𝐴𝑆 by Δ𝑞 (Δ𝑞B = 𝐴𝑆𝜓𝑏Δ𝛿!).   69 

 70 

To determine the level of tax (𝜙) levied on farmers for contributing to the reduction of aquifer 71 

system storage capacity, we must first derive the shadow price of aquifer system storage capacity. 72 

We know that the shadow price for aquifer system storage capacity represents the opportunity cost 73 

of losing aquifer system storage capacity, which is what farmers had to give up when they chose 74 

to extract water excessively, reducing aquifer system storage capacity. The storage capacity of the 75 

aquifer system and the extractions are both measured in volume (cubic meters) in this study.  76 

 77 

Therefore, the shadow price per cubic meter of aquifer system storage capacity equals the net 78 

income of farmers per cubic meter of irrigation water that can be stored in the aquifer at that unit 79 

cubic meter space. As a result, we observe that the net income (total revenue minus total cost) of 80 

farmers is given by (
!

)*
− +(

*
− (𝐶, + 𝐶$𝐻)𝑊. To obtain the marginal net income of farmers (the 81 

increase in net income due to extracting and consuming one additional cubic meter of irrigation 82 

water), we differentiate (
!

)*
− +(

*
− (𝐶, + 𝐶$𝐻)𝑊 with respect to W and obtain (

*
− +

*
−83 

(𝐶, + 𝐶$𝐻). In other words, we observe that farmers obtain a net income in the amount (
*
− +

*
−84 

(𝐶, + 𝐶$𝐻) per additional cubic meter of irrigation water extracted. As a result, the tax (𝜙) is equal 85 

to the farmers' marginal net income per cubic meter of irrigation water extracted. Since (
*
− +

*
−86 

(𝐶, + 𝐶$𝐻) is not fixed but instead varies depending on 𝑊 and 𝐻, the Pigouvian tax 𝜙 is not a 87 

fixed tax but a proportional tax. In terms of aquifer system storage capacity, 𝜙, is given by 88 

𝜙(𝑊,𝐻) = 	(
*
− +

*
− (𝐶, + 𝐶$𝐻) per cubic meter of aquifer system storage capacity lost. 89 
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Therefore, the shadow price of aquifer system storage capacity lost due to groundwater extraction 90 

is given by 𝜙(𝑊,𝐻)Δ𝑞B.     91 

 92 

Appendix 2. Proof of sub-problem 1. 93 

 94 

The hamiltonian function of the system (9), (10), (11) is given as follows 95 

 96 

ℋ)(𝑡,𝑊), 𝐻), 𝜆)) = −e-./[
𝑊)

)

2𝑘 −
𝑔𝑊)

𝑘 − (𝐶, + 𝐶$𝐻))𝑊) +
𝛽 ⋅ 𝜂 ⋅ 𝜀 ⋅ 𝑏 ⋅ 𝜓

𝐴𝑆  97 

 																											[𝑅 − (1 − 𝛼)𝑊)] + 𝑏𝜓𝛾"(1 − 𝑛 + 𝑛")[𝑅 − (1 − 𝛼)𝑊)] 98 

 																													((!
*
− +

*
− 𝐶, − 𝐶$𝐻))] + 𝜆) ⋅

[12(4-$)(!]
7⋅%&

 (2.1) 99 

Equation (2.1) can be rewritten as follows  100 

 ℋ)(𝑡,𝑊), 𝐻), 𝜆)) = −e-./[(!
!

)*
− +(!

*
− (𝐶, + 𝐶$𝐻))𝑊) + 𝐺9𝑊) 101 

 																																				−𝐺#
($-4)(!!

*
− 𝐺#𝑅𝐶$𝐻) + 𝐺#(1 − 𝛼)𝐶$𝑊)𝐻) 102 

 																																							+𝐺4] + 𝜆) ⋅
[12(4-$)(!]

7⋅%&
 (2.2) 103 

Where  104 

 𝐺) =
:⋅;⋅<⋅=⋅>

%&
. (2.3) 105 

  106 

 𝐺# = 𝑏𝜓𝛾"(1 − 𝑛 + 𝑛"). (2.4) 107 

  108 

 𝐺? = − 1+@"
*

− 𝑅𝐶,𝐺# + 𝐺)𝑅. (2.5) 109 

  110 

 𝐺9 =
1@"
*
+ ($-4)+@"

*
+ 𝐺#(1 − 𝛼)𝐶, − 𝐺)(1 − 𝛼). (2.6) 111 
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Hence, the first order conditions are as follows  112 

			Aℋ!
A(!

= −e-./[($-)@"($-4)
*

)𝑊) −
+
*
− 𝐶, − 𝐶$𝐻) + 𝐺9 + 𝐺#(1 − 𝛼)𝐶$𝐻)] + 𝜆)[

(4-$)
7⋅%&

] = 0. (2.7) 113 

  114 

 115 

 𝜆̇) = − Aℋ!
AC!

. (2.8) 116 

  117 

 𝐻̇) =
$

7⋅%&
[𝑅 + (𝛼 − 1)𝑊)]. (2.9) 118 

The transversality condition is given by lim/→E𝜆)(𝑡) = 0. From Equation (2.7), we obtain the 119 

value for the costate variable 𝜆) as follows.  120 

 121 

 𝜆) =
7
F
e-./[($-)@"($-4)

*
)𝑊) −

+
*
− 𝐶, − 𝐶$𝐻) + 𝐺9 + 𝐺#(1 − 𝛼)𝐶$𝐻)], (2.10) 122 

where 𝑚 = (4-$)
%&

. The derivative of 𝜆) with respect to 𝑡 is given by  123 

		𝜆̇) =
7
F
e-./[− .@#(!

*
+ .+

*
+ 𝑖𝐶, − 𝐺G𝑖𝐶$𝐻) − 𝑖𝐺9 +

@$H%1
7⋅%&

+ 𝐺G𝐶$
F
7
𝑊) 	+

@̇#(!
*
]. (2.11) 124 

Where  125 

 𝐺G = 𝐺#(1 − 𝛼) − 1. (2.12) 126 

   127 

 𝐺J = 1 − 2𝐺#(1 − 𝛼). (2.13) 128 

 129 

The derivative of ℋ) with respect to the water table elevation 𝐻) is given by  130 

 − Aℋ!
AC!

= −e-./[𝐺#𝑅𝐶$ − 𝐺G𝐶$𝑊)]. (2.14) 131 

From Equation (2.8) and (2.11), we obtain the following equation.  132 

 −𝐺#𝑅𝐶$ + 𝐺G𝐶$𝑊) =
7
F
e-./[− .@#(!

*
+ .+

*
+ 𝑖𝐶, − 𝐺G𝑖𝐶$𝐻) 133 

 																																						−𝑖𝐺9 +
@$H%1
7⋅%&

+ 𝐺G𝐶$
F
7
𝑊) +

@̇#(!
*
]. (2.15) 134 

Solving for 𝑊̇) in the above equation we get the following equations.  135 

 136 
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 			7⋅@#(̇!
F*

= 7⋅.@#(!
F*

+ 7⋅.H%@$C!
F

− 7⋅.+
F*

− 7⋅.H&
F

+ 7⋅.@'
F

− @$H%1
F⋅%&

− 𝐺#𝑅𝐶$ (2.16) 137 

  138 

 139 

 @#(̇!
*

= .@#(!
*

+ 𝑖𝐶$𝐺G𝐻) −
.+
*
− 𝑖𝐶, + 𝑖𝐺9 −

@$H%1
7⋅%&

− F
7
𝐺#𝑅𝐶$ (2.17) 140 

  141 

 142 

 𝑊̇) = 𝑖𝑊) +
.*H%@$C!

@#
− .+

@#
− .*H&

@#
+ .*@'

@#
− *@$H%1

7⋅%&@#
− F*

7@#
𝐺#𝑅𝐶$ (2.18) 143 

  144 

 	𝑊̇) = 𝑖𝑊) +
.*H%@$C!

@#
+ [− .+

@#
− .*H&

@#
+ .*@'

@#
− *@$H%1

7⋅%&@#
	− F*

7@#
𝐺#𝑅𝐶$]. (2.19) 145 

 146 

Likewise, the value for 𝐻̇) can be rewritten as  147 

 𝐻̇) =
(4-$)(!
7⋅%&

+ 1
7⋅%&

. (2.20) 148 

Consequently, we now have to solve the two simultaneous differential equations ((2.19) and 149 

(2.20)). Thus, by letting 𝑚𝑚 = (4-$)
7⋅%&

, 𝑢𝑢 = 𝑖𝑘𝐶$
@$
@#

, 𝑁𝑁 = $
@#
[−𝑖𝑔 − 𝑖𝑘𝐶, + 𝑖𝑘𝐺9 −

*@$H%1
7⋅%&

−150 

F*
7
𝐺#𝑅𝐶$] and 𝑀𝑀 = 1

7⋅%&
, we get the following system of differential equations. 151 

 𝑊̇) = 𝑖𝑊) + 𝑢𝑢 ⋅ 𝐻) + 𝑁𝑁. (2.21) 152 

 𝐻̇) = 𝑚𝑚 ⋅𝑊) +𝑀𝑀. (2.22) 153 

Putting the above system of differential equations in a 𝐷 operator format (where 𝐷 = K
K/

), and 154 

solving for 𝑊) yields the following second order linear non-homogeneous differential equation.  155 

 [(𝐷) − 𝐷𝑖) − 𝑢𝑢 ⋅ 𝑚𝑚]𝑊) = 𝑢𝑢 ⋅ 𝑀𝑀. (2.23) 156 

The particular solution of the above differential equation is given by: − LL
FF

 and the solution to the 157 

homogeneous differential equation ([(𝐷) − 𝐷𝑖) − 𝑢𝑢 ⋅ 𝑚𝑚]𝑊) = 0) by   158 

 𝑊)(𝑡) = 𝐸𝐴e/M% + 𝐸𝐵e/M! , (2.24) 159 
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where 𝑥$,) =
.±√.!2?QQFF

)
 are the characteristic roots. The parameters 𝐸𝐴 and 𝐸𝐵 are constants to 160 

be determined by imposing the initial conditions. Substituting the right hand side (RHS) of (2.24) 161 

for 𝑊(𝑡) in the homogenous DE (𝐻̇) = 𝑚𝑚 ⋅𝑊)) and integrating gives the solution for the water 162 

table level 𝐻(𝑡) as follows.  163 

 𝐻)(𝑡) =
FF⋅R%
M%

e/M% + FF⋅RS
M!

e/M! . (2.25) 164 

Furthermore, the steady state level water table is given by  165 

 𝐻)∗ = [
.(())-UU

QQ
] (2.26) 166 

Hence, the solution for 𝑊)
∗(𝑡) and 𝑊)

∗(𝑡) are given as follows, respectively.  167 

 𝑊)(𝑡) = 𝐸𝐴e/M% + 𝐸𝐵e/M! − LL
FF

, (2.27) 168 

   169 

 𝐻)(𝑡) =
FF⋅R%
M%

e/M% + FF⋅RS
M!

e/M! +
.(())-UU

QQ
. (2.28) 170 

Similarly to Gisser and Sanchez (1980) results, it is worth mentioning that +4𝑢𝑢𝑚𝑚 > 0 since 171 

𝑘 < 0, 𝐶$ < 0, 𝑖 > 0, 𝐴 > 0, 𝑆 > 0, Ω > 0,𝜓 > 0, 𝛾" > 0, 𝑏 > 0, 𝑛 > 0, 𝑛" > 0, 𝐺# > 0, 𝐺G <172 

0, 𝐺J > 0, and 𝛼 < 1 ⟹ (𝛼 − 1) < 0 or (1 − 𝛼) > 0. This implies that 𝑥$ > 𝑖 and 𝑥) < 0. This 173 

implies that 𝑥$ > 𝑖 and 𝑥) < 0. Therefore, 𝑥) is the stable characteristic root. Likewise, similarly 174 

to Gisser and Sanchez (1980), we obtained that the transversality condition is only satisfied when 175 

𝐸𝐴 = 0. By imposing the initial conditions of the sub problem (𝐻)(𝑡V) = 𝐻V), we obtain the 176 

constant 𝐸𝐵 as follows below.  177 

 𝐸𝐵 = M!
FF

[𝐻V −
.(())-UU

QQ
]e-M!/* . (2.29) 178 

Therefore, the optimal solutions for 𝑊)
∗(𝑡) and 𝐻)∗(𝑡) are given as follows below, respectively.  179 

 𝑊)
∗(𝑡) = M!

FF
[𝐻V −

.(())-UU

QQ
]eM!(/-/*) − LL

FF
. (2.30) 180 

   181 

 𝐻)∗(𝑡) = [𝐻V −
.(())-UU

QQ
]eM!(/-/*) +

.(())-UU

QQ
. (2.31) 182 

Because 𝑥) < 0 and 𝑖 > 0, the functional defined in (9) is verified to be a convergent integral.    183 

   184 

Appendix 3. Proof of sub-problem 2 185 
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 186 

We can now solve the first sub-problem since we have the solution (𝑆𝑃)∗) to the second sub 187 

problem. The hamiltonian function of the system (16), (17), (18) is given as follows 188 

 189 

 ℋ$(𝑡,𝑊$, 𝐻$, 𝜆)) = −e-./[(%
!

)*
− +(%

*
− (𝐶, + 𝐶$𝐻$)𝑊$ + 𝐺)[𝑅 − (1 − 𝛼)𝑊$]] 190 

 		+𝜆$ ⋅
[12(4-$)(%]

%&
 (3.1) 191 

Where  192 

 𝐺) =
:⋅;⋅<⋅=⋅>

%&
. (3.2) 193 

Hence, the first order conditions are as follows  194 

 Aℋ%
A(%

= −e-./[(%
*
− +

*
− 𝐶, − 𝐶$𝐻$ − 𝐺)(1 − 𝛼)] + 𝜆$[

(4-$)
%&

] = 0. (3.3) 195 

  196 

 197 

 𝜆̇$ = − Aℋ%
AC%

. (3.4) 198 

 199 

 200 

 𝜆$∗(𝑡V ,𝑊$
∗(𝑡V), 𝐻$∗(𝑡V)) = 𝜆)∗ (𝑡V ,𝑊)

∗(𝑡V), 𝐻)∗(𝑡V)). (3.5) 201 

 202 

 203 

 𝐻$∗(𝑡V ,𝑊$
∗(𝑡V), 𝐻$∗(𝑡V)) =

A&W!∗(/*,(%∗(/*),C%∗(/*))
A/*

. (3.6) 204 

 205 

 206 

 𝐻̇$ =
$
%&
[𝑅 + (𝛼 − 1)𝑊$]. (3.7) 207 

The transversality condition is given by lim/→E𝜆$(𝑡) = 0. From Equation (3.3), we obtain the 208 

value for the costate variable 𝜆$ as follows.  209 

 𝜆$ =
$
F
e-./[(%

*
− +

*
− 𝐶, − 𝐶$𝐻$ − 𝐺)(1 − 𝛼)], (3.8) 210 

where 𝑚 = (4-$)
%&

. The derivative of 𝜆$ with respect to 𝑡 is given by  211 

 𝜆̇$ =
$
F
e-./[− .(%

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻$ + 𝑖𝐺)(1 − 𝛼) −

H%1
%&
− 𝐶$𝑚𝑊$ +

(̇%
*
]. (3.9) 212 
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The derivative of ℋ$ with respect to the water table elevation 𝐻$ is given by  213 

 − Aℋ%
AC%

= −𝐶$𝑊$e-./ . (3.10) 214 

From Equation (3.4) and (3.9), we obtain the following equation.  215 

		−𝐶$𝑊$ =
$
F
[− .(%

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻$ + 𝑖𝐺)(1 − 𝛼) −

H%1
%&
− 𝐶$𝑚𝑊$ +

(̇%
*
]. (3.11) 216 

Solving for 𝑊̇$ in the above equation we get the following equations.  217 

 218 

(̇%
F*

= .(%
F*

− .+
F*

− .H&
F
− .H%C%

F
− .@!($-4)

F
+ H%1

F%&
+ H%F(%

F
− 𝐶$𝑊$ (3.12) 219 

 220 

 (̇%
*
= .(%

*
− .+

*
− 𝑖𝐶, − 𝑖𝐶$𝐻$ − 𝑖𝐺)(1 − 𝛼) +

H%1
%&
+ 𝐶$𝑚𝑊$ − 𝐶$𝑚𝑊$ (3.13) 221 

  222 

 223 

 𝑊̇$ = 𝑖𝑊$ − 𝑖𝑔 − 𝑖𝐶,𝑘 − 𝑖𝐶$𝐻$𝑘 − 𝑘𝑖𝐺)(1 − 𝛼) +
*H%1
%&

 (3.14) 224 

  225 

 226 

 𝑊̇$ = 𝑖𝑊$ − 𝑖𝑘𝐶$𝐻$ + [−𝑖𝑔 − 𝑖𝑘𝐶, − 𝑖𝑘𝐺)(1 − 𝛼) +
H%*1
%&
]. (3.15) 227 

Likewise, the value for 𝐻̇$ can be rewritten as  228 

 𝐻̇$ =
(4-$)(%

%&
+ 1

%&
. (3.16) 229 

Consequently, we now have to solve the two simultaneous differential equations ((3.15) and 230 

(3.16)). Thus, by letting 𝑚 = (4-$)
%&

, 𝑢 = 𝑖𝑘𝐶$, 𝑁 = −𝑖𝑔 − 𝑖𝑘𝐶, − 𝑖𝑘𝐺)(1 − 𝛼) +
H%*1
%&

 and 𝑀 =231 

1
%&

, we get the following system of differential equations.  232 

 233 

 𝑊̇$ = 𝑖𝑊$ − 𝑢 ⋅ 𝐻$ + 𝑁. (3.17) 234 

 𝐻̇$ = 𝑚 ⋅𝑊$ +𝑀. (3.18) 235 

Putting the above system of differential equations in a 𝐷 operator format (where 𝐷 = K
K/

), and 236 
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solving for 𝑊$ yields the following second order linear non-homogeneous differential equation.  237 

 [(𝐷) − 𝐷𝑖) + 𝑢 ⋅ 𝑚]𝑊$ = −𝑢 ⋅ 𝑀. (3.19) 238 

The particular solution of the above differential equation is given by: −L
F

 and the characteristic 239 

roots by 𝑦$,) =
.±√.!-?QF

)
. Furthermore, the steady state level water table is given by  240 

 𝐻$∗ = [
-.()2U

Q
] (3.20) 241 

Hence, the solution for 𝑊$
∗(𝑡) and 𝐻$∗(𝑡) is given by  242 

 𝑊$
∗(𝑡) = 𝐴aeX%/ + 𝐵beX!/ − L

F
. (3.21) 243 

   244 

 𝐻$∗(𝑡) =
F
X%
𝐴aeX%/ + F

X!
𝐵beX!/ +

U-.()
Q
. (3.22) 245 

Where 𝐴a and 𝐵b  are obtained by imposing the initial conditions. 246 

 247 

 𝐵b = X!%&
4-$

[𝐻, −
U- ,-

./%
.*H%

−
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
], (3.23) 248 

   249 

 𝐴a = X%%&
4-$

[
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
]. (3.24) 250 

The maximization principle specifies the necessary conditions for optimality. However, it is also 251 

necessary to ensure that the second-order conditions are met. The compliance of the second order 252 

conditions ensures that the maximum principle’s necessary conditions are likewise sufficient for 253 

global optimality. Mangasarian established a basic sufficiency theorem (Chiang 1992, pp. 214–254 

217) that guarantees the second order conditions. In this problem, the sufficient conditions of the 255 

Mangasarian theorem have been verified, allowing us to conclude that the obtained trajectories are 256 

optimal.  257 

   258 

Appendix 4. Proof of Proposition (1)  259 

 260 

To determine the impact of land sinking on the optimal solutions, we differentiate the expressions 261 

for the water table and extractions with respect to the economic cost of land sinking.  262 
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 A((/)
A:

= −𝜂 ⋅ 𝜀 ⋅ 𝑏 ⋅ 𝜓 ⋅ M!7($-4)
(4-$)H%@$

eM!(/-/*). (4.1) 263 

We know that 𝜂 > 0, Ω > 0, 𝑏 > 0, eM!(/-/*) > 0, 𝜓 > 0, 𝑘 < 0, 𝐶$ < 0, 𝐺G < 0, (1 − 𝛼) > 0, 264 

(𝛼 − 1) < 0, and 𝜀 > 0 since an increase in the confining unit material or a compacting sediment 265 

induces a reduction in it's volume. If there was no 𝑥), the derivative’s sign would be positive. 266 

Therefore, the sign of the derivative depends on the value of 𝑥). If 𝑖 < c𝑖) − .*H%(4-$)
%&

, the sign 267 

of the derivative is negative. If 𝑖 > c𝑖) − .*H%(4-$)
%&

, the sign of the derivative is positive, but this 268 

case can not occur. This is because − .*H%(4-$)
7%&

> 0 and hence 𝑖 is always less than c𝑖) − .*H%(4-$)
7%&

.  269 

 AC(/)
A:

= ;⋅<⋅=⋅>⋅($-4)
H%@$%&

⋅ [1 − eM!(/-/*)]. (4.2) 270 

In this case, if there was no (1 − eM!(/-/*)), the derivative’s sign would be positive. Therefore, the 271 

sign of the derivative depends on the value of (1 − eM!(/-/*)). If eM!(/-/*) > 1, the sign of the 272 

derivative is negative but this case can not occur because 𝑥) is negative. If eM!(/-/*) < 1, the sign 273 

of the derivative is positive.  274 

 275 

Appendix 5. Proof of Proposition (2)  276 

 277 

To determine the impact of the aquifer storage capacity reduction on the optimal solutions, we 278 

differentiate the expression for the economic cost (𝜙(𝑊,𝐻)) of losing the aquifer’s storage 279 

capacity with respect to the optimal water table height and extractions, respectively.  280 

 AZ((∗,C∗)
A(∗ = $

*
. (5.1) 281 

Since 𝑘 < 0, the derivative’s sign is negative. Therefore, the higher the optimal level of extractions 282 

the lower the Pigouvian tax. In other words, the higher the Pigouvian tax the lower the optimal 283 

level of extractipns.  284 

 AZ((∗,C∗)
AC∗

= −𝐶$. (5.2) 285 

Since 𝐶$ < 0, the derivative’s sigh is positive. Therefore, the higher the Pigouvian tax the higher 286 

the optimal level of the water table.  287 

  288 

 Appendix 6. Proof of Proposition (3)  289 
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 290 

To determine the impact of land sinking on the optimal solutions, we differentiate the expressions 291 

for the water table and extractions with respect to the economic cost of land sinking.  292 

 A((/)
A:

= ;⋅<⋅=⋅>⋅($-4)
H%%&

⋅ (4-$)X!
%&(Y3%4*-Y3!4*)

eX!/*2X!/ . (6.1) 293 

We know that 𝜂 > 0, 𝑏 > 0, 𝐴 > 0, 𝑆 > 0, 𝜓 > 0, 𝐶$ < 0, (𝛼 − 1) < 0, (1 − 𝛼) > 0 and 𝜀 > 0 294 

since an increase in the confining unit material or a compacting sediment induces a reduction in 295 

it's volume. If there was no 𝑦) and (eX%/* − eX!/*), the derivative’s sign would be positive. 296 

Therefore, the sign of the derivative depends on the value of 𝑦) and (eX%/* − eX!/*). If 𝑖 <297 

c𝑖) − .*H%(4-$)
%&

 and (eX%/* > eX!/*), the sign of the derivative is negative. However, this is the 298 

only case that can occur since 𝑦) < 0 and 𝑦$ > 0.   299 

 AC(/)
A:

= ;⋅<⋅=⋅>⋅($-4)
H%%&

⋅ [ Y3!4*53!4(4-$)!

(%&)!(Y3%4*-Y3!4*)
− 1]. (6.2) 300 

In this case, if there was no [ Y3!4*53!4(4-$)!

(%&)!(Y3%4*-Y3!4*)
− 1], the derivative’s sign would be negative. 301 

Therefore, the sign of the derivative depends on the value of (eX%/* − eX!/*) and Y3!4*53!4(4-$)!

(%&)!(Y3%4*-Y3!4*)
. 302 

If eX%/* > eX!/*, the sign of the derivative depends on the value of Y3!4*53!4(4-$)!

(%&)!(Y3%4*-Y3!4*)
. However, 303 

this is the only case that can occur since 𝑦) < 0 and 𝑦$ > 0. Therefore, if Y6!7856!7([-$)!

(\])!(Y6%78-Y6!78)
< 1, 304 

the sign of the derivative is positive.  305 

  306 

 307 

Appendix 7. Detailed solution of the quotas optimal control problem   308 

 309 

When both the economic costs attached to mitigating LS impacts are equal to zero and the storage 310 

externality constant representing the LS impact on aquifer storage capacity is equal to 1, the 311 

optimal path for groundwater extractions is given as follows (see Gisser and Sanchez, 1980)  312 

 𝑊⋆(𝑡) = X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
, (7.1) 313 
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Where 𝑁, =
*H%1
%&

− 𝑖𝑔 − 𝑖𝑘𝐶,. Using equation (7.1), we determine the value of 𝑁, that satisfies 314 

the condition 𝑊⋆(𝑡) ≤ 𝑊e . 315 

 316 

 X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
≤ 𝑊e  (7.2) 317 

 318 

 319 

 X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ ≤ (_ (4-$)21

4-$
 (7.3) 320 

 321 

 322 

 [𝐻, −
U&-.

-
./%

.*H%
]eX!/ ≤ (_ (4-$)21

X!%&
 (7.4) 323 

 324 

 325 

 [𝐻, −
U&-.

-
./%

.*H%
] ≤ (_ (4-$)21

X!%&
e-X!/ (7.5) 326 

 327 

 328 

 𝐻, ⋅ 𝑖𝑘𝐶$ −
(_ (4-$)21

X!%&
e-X!/ ⋅ 𝑖𝑘𝐶$ ≤ 𝑁, −

.1
4-$

 (7.6) 329 

  330 

 331 

 𝐻, ⋅ 𝑖𝑘𝐶$ −
(_ (4-$)21

X!%&
e-X!/ ⋅ 𝑖𝑘𝐶$ +

.1
4-$

≤ 𝑁, (7.7) 332 

If we let the LHS of Equation(7.7) to be equal to 𝑁%(𝑡), we then obtain  333 
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 𝑊⋆(𝑡) = f
X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
				𝑁, ≥ 𝑁%(𝑡)

𝑊e 				𝑁, < 𝑁%(𝑡)
 (7.8) 334 

When 𝑊⋆(𝑡) = 𝑊e , we equate the RHS of Equation(7.1) to 𝑊e . We obtain that (solving for 𝑁,) the 335 

latter is only satisfied if 𝑁, is equal to 𝑁%(𝑡). Hence, the corresponding water table path should 336 

also satisfy this condition.  337 

 𝐻⋆(𝑡) = h
[𝐻, −

U&-.
-

./%
.*H%

]eX!/ +
U&-.

-
./%

.*H%
				𝑁, ≥ 𝑁%(𝑡)

[𝐻, −
U9(/)-.

-
./%

.*H%
]eX!/ +

U9(/)-.
-

./%
.*H%

				𝑁, < 𝑁%(𝑡)
 (7.9) 338 

The conditions to ensure that a maximum has been achieved have been verified.  339 

Appendix 8. Proof of Proposition (4) 340 

Recall that the optimal paths for groundwater extractions and water table level under the quota 341 

control problem are given as follows. 342 

 343 

 𝑊⋆(𝑡) = f
X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
				𝑁, ≥ 𝑁%(𝑡)

𝑊e 				𝑁, < 𝑁%(𝑡)
 (8.1) 344 

   345 

 𝐻⋆(𝑡) = h
[𝐻, −

U&-.
-

./%
.*H%

]eX!/ +
U&-.

-
./%

.*H%
				𝑁, ≥ 𝑁%(𝑡)

[𝐻, −
U9(/)-.

-
./%

.*H%
]eX!/ +

U9(/)-.
-

./%
.*H%

				𝑁, < 𝑁%(𝑡)
 (8.2) 346 

  347 

 348 

 𝑁, =
*H%1
%&

− 𝑖𝑔 − 𝑖𝑘𝐶,, (8.3) 349 

  350 

 351 
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 𝑁%(𝑡) = 𝐻, ⋅ 𝑖𝑘𝐶$ −
[(_ (4-$)21].*H%Y/3!4

X!%&
+ .1

4-$
, (8.4) 352 

   353 

 𝑦) =
.-`.!-?⋅,12%(./%)9<

)
,			𝑦) < 0. (8.5) 354 

We observe that the case when 𝑁, < 𝑁%(𝑡) occurs first during the planning period since *H%1
%&

−355 

𝑖𝑔 − 𝑖𝑘𝐶, < 𝐻, ⋅ 𝑖𝑘𝐶$ −
[(_ (4-$)21].*H%Y/3!4

X!%&
+ .1

4-$
 for values of 𝑡 starting from time 𝑡 = 0 up to 356 

a certain time 𝑡 during the planning period at which e-X!/ converges to positive ∞ and 𝑁%(𝑡) 357 

becomes greater than or equal to 𝑁,. Therefore, the case 𝑁, ≥ 𝑁%(𝑡) occurs second (lastly) during 358 

the planning period. Of course we observe that the sign of the term [(
_ (4-$)21].*H%Y/3!4

X!%&
 would be 359 

negative if there was no [𝑊e (𝛼 − 1) + 𝑅] present since 𝑖𝑘𝐶$ > 0, e-X!/ > 0, and 𝑦)𝐴𝑆 < 0. We 360 

need j𝑊e (𝛼 − 1) + 𝑅k < 0 such that 𝑁%(𝑡) becomes lower than or equal to 𝑁, when e-X!/ 361 

converges to positive ∞. Intuitively, j𝑊e (𝛼 − 1) + 𝑅k < 0		implies that 𝑅 < We −We𝛼. That is, the 362 

term [𝑊e (𝛼 − 1) + 𝑅]  will only be negative if the aquifer’s recharge is less than the specified 363 

extraction level (quota level) minus return flows to the aquifer, which should always be the case 364 

for quotas to be applicable. Otherwise there is no need to apply quotas if 𝑅 > We −We𝛼 since there 365 

is no over-extraction happening. This rules out the case that the term  j𝑊e (𝛼 − 1) + 𝑅k can also 366 

have a positive sign. 367 

 368 

Appendix 9. Proof of Proposition (5) 369 

To determine the impact of the quota level on the optimal solutions, we differentiate the 370 

expressions for the extractions with respect to the quota level.  371 

 A(⋆(/)
A(_

= l0 				𝑁, ≥ 𝑁%(𝑡)
1 				𝑁, < 𝑁%(𝑡)

 (9.1) 372 

Intuitively, When 𝑁, < 𝑁%(𝑡) (first phase of the planning period), the higher the quota level the 373 

higher the optimal level of extractions. When 𝑁, ≥ 𝑁%(𝑡), increasing the quota level has no effect 374 

on groundwater extractions.  375 
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  376 

Appendix 10. Proof of Proposition (6) 377 

To determine the impact of the quota level on the optimal solutions, we differentiate the 378 

expressions for the water table level with respect to the quota level.   379 

 AC⋆(/)
A(_

= m
0 				𝑁, ≥ 𝑁%(𝑡)
(4-$)
X!%&

[e-X!/ − 1] 				𝑁, < 𝑁%(𝑡)
 (10.1) 380 

We know that (𝛼 − 1) < 0, 𝐴 > 0, 𝑆 > 0, 𝑘 < 0, and 𝐶$ < 0. If there was no 𝑦) and [e-X!/ − 1], 381 

the derivative’s sign would be negative. Therefore, the sign of the derivative depends on the value 382 

of 𝑦) and [e-X!/ − 1]. Intuitively, the range of e-X!/ is equal to (0,∞) since 𝑦) < 0, and the range 383 

of [e-X!/ − 1] is equal to (−1,∞). Therefore, if 𝑖 < c𝑖) − 4 .*H%(4-$)
%&

 and e-X!/ < 1, the sign of 384 

the derivative is negative. If 𝑖 < c𝑖) − 4 .*H%(4-$)
%&

 and e-X!/ > 1, the sign of the derivative is 385 

positive. Otherwise, if 𝑖 < c𝑖) − 4 .*H%(4-$)
%&

 and e-X!/ = 1 (which is only possible at time 𝑡 = 0), 386 

the derivative sign is equal to zero. However, these are the only cases that can occur since 𝑦) < 0. 387 

 388 

Appendix 11. Detailed solution of the packaging and sequencing optimal control problem 389 

 390 

Intuitively, the optimal solution to the maximization problem (6) and (25) -(29) should have two 391 

solutions, the first solution applies when 𝑊(𝑡) ≤ 𝑊e  (and quota restriction applies), the second 392 

solution is when 𝑊(𝑡) > 𝑊e  (when the tax policy applies). Both of the optimal solutions were 393 

obtained already in the previous proofs. For the quotas option, we obtained the following optimal 394 

solution  395 

 𝑊⋆(𝑡) = f
X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
				𝑁, ≥ 𝑁%(𝑡)

𝑊e 				𝑁, < 𝑁%(𝑡)
 (11.1) 396 

   397 
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 𝐻⋆(𝑡) = h
[𝐻, −

U&-.
-

./%
.*H%

]eX!/ +
U&-.

-
./%

.*H%
				𝑁, ≥ 𝑁%(𝑡)

[𝐻, −
U9(/)-.

-
./%

.*H%
]eX!/ +

U9(/)-.
-

./%
.*H%

				𝑁, < 𝑁%(𝑡)
 (11.2) 398 

  399 

 400 

 𝑁, =
*H%1
%&

− 𝑖𝑔 − 𝑖𝑘𝐶,, (11.3) 401 

  402 

 403 

 𝑁%(𝑡) = 𝐻, ⋅ 𝑖𝑘𝐶$ −
(_ (4-$)21

X!%&
𝑒-X!/ ⋅ 𝑖𝑘𝐶$ +

.1
4-$

, (11.4) 404 

   405 

 𝑦) =
.-`.!-?⋅,12%(./%)9<

)
,			𝑦) < 0. (11.5) 406 

 407 

While for the tax policy option, we obtained the following optimal solution  408 

 409 

 𝑊⋆(𝑡) = f
𝐴aeX%/ + 𝐵beX!/ − 1

4-$
				𝑡 < 𝑡V

7⋅M!%&
4-$

[𝐻V − (
.1
4-$

− 𝑁𝑁) @#
.*H%@$

]eM!(/-/*) − 1
4-$

				𝑡 ≥ 𝑡V
 (11.6) 410 

   411 

 𝐻⋆(𝑡) = h
(4-$)
%&	X%

𝐴aeX%/ + (4-$)
%&	X!

𝐵beX!/ +
U- ,-

./%
.*H%

				𝑡 < 𝑡V

[𝐻V − (
.1
4-$

− 𝑁𝑁) @#
.*H%@$

]eM!(/-/*) + ( .1
4-$

− 𝑁𝑁) @#
.*H%@$

				𝑡 ≥ 𝑡V ,
 (11.7) 412 

where  413 

 𝑥) =
.-`.!2?⋅,12%>$(./%)>#?⋅9<

)
,			𝑥) < 0, (11.8) 414 
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 415 

 			𝑁𝑁 = $
@#
[−𝑖𝑔 − 𝑖𝑘𝐶, + 𝑖𝑘𝐺9 −

*@$H%1
7⋅%&

− F*
7
𝐺#𝑅𝐶$], (11.9) 416 

 𝐺G = 𝐺#(1 − 𝛼) − 1. (11.10) 417 

   418 

 𝐺J = 1 − 2𝐺#(1 − 𝛼). (11.11) 419 

 𝐺) =
:⋅;⋅<⋅=⋅>

%&
. (11.12) 420 

  421 

 𝐺# = 𝑏𝜓𝛾"(1 − 𝑛 + 𝑛"). (11.13) 422 

  423 

 𝐺9 =
1@"
*
+ ($-4)+@"

*
+ 𝐺#(1 − 𝛼)𝐶, − 𝐺)(1 − 𝛼). (11.14) 424 

 425 

 𝑦$,) =
.±`.!-?⋅,12%(./%)9<

)
, (11.15) 426 

  427 

 𝑁 = −𝑖𝑔 − 𝑖𝑘𝐶, − 𝑖𝑘𝐺)(1 − 𝛼) +
*H%1
%&
, (11.16) 428 

 429 

 430 

 𝐵b = X!%&
4-$

[𝐻, −
U- ,-

./%
.*H%

−
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
], (11.17) 431 

 432 

 433 
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 𝐴a = X%%&
4-$

[
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
], (11.18) 434 

When no policy on quotas or taxes is in place, the optimal path for groundwater extractions is 435 

given as follows (see Gisser and Sanchez, 1980)  436 

 𝑊⋆(𝑡) = X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
, (11.19) 437 

 438 

Where 𝑁, =
*H%1
%&

− 𝑖𝑔 − 𝑖𝑘𝐶,. Taking the limit of 𝑊⋆(𝑡) in equation (11.19) as 𝑡 goes to infinity 439 

yields − 1
4-$

> 0, where − 1
4-$

> 0 is the steady state solution for 𝑊⋆(𝑡). Intuitively, since 440 

𝑊⋆(𝑡) > 0 then 𝑊⋆(𝑡 = 0) > − 1
4-$

. That is, X!%&
4-$

[𝐻, −
U&-.

-
./%

.*H%
]eX!/ − 1

4-$
> − 1

4-$
 since  𝑖 >441 

0, 𝑔 > 0, 𝑘 < 0, 𝐶, > 0, 𝐶$ < 0, and 𝐻, > 0. Theoretically, the optimal extraction levels should 442 

start at a level higher than steady state level (baseline scenario) in year zero and continue rising as 443 

population and economic activities increases over time. At the end, as 𝑡 goes to infinity, the 444 

extraction levels should decrease as the height of the water table reduces which makes extraction 445 

costs costly and the steady state will be reached. As a result, the extraction levels that are higher 446 

than the quota level 𝑊e  should fall in the first phase of the planning period (𝑡 < 𝑡V), while those 447 

lower than the quota level should fall in the second phase of the planning period (𝑡 ≥ 𝑡V). Thus, 448 

the policy on taxes is applied first, and as the extraction levels start to be less than or equal to the 449 

quota level, then the quota policy is applied. This is because the recharge rate is assumed constant 450 

in our model. Intuitively, when 𝑊⋆(𝑡) = 𝑊e  in equation (11.1), then extractions are higher than 451 

the quota level, the tax policy should be applied. Therefore, in the optimal solution for quotas, we 452 

substitute 𝑊e  for the optimal extraction levels when the tax policy is applied. Combining the 453 

optimal solutions for quotas and taxes gives the optimal solution for the combination of the two 454 

policies as follows below.   455 

 456 
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𝐻⋆(𝑡) =

⎩
⎪⎪
⎨

⎪⎪
⎧(4-$)
%&X%

𝐴aeX%/ + (4-$)
%&X!

𝐵beX!/ +
U- ,-

./%
.*H%

				𝑡 < 𝑡V

[𝐻, −
U9(/)-.

-
./%

.*H%
]eX!(/-/*) +

U9(/)-.
-

./%
.*H%

				𝑡 ≥ 𝑡V 	&	𝑁, < 𝑁%(𝑡)

[𝐻, −
U&-.

-
./%

.*H%
]eX!(/-/*) +

U&-.
-

./%
.*H%

				𝑡 ≥ 𝑡V 	&	𝑁, ≥ 𝑁%(𝑡),

 (11.20) 457 

 458 

 459 

 𝑊⋆(𝑡) =

⎩
⎪
⎨

⎪
⎧𝐴aeX%/ + 𝐵beX!/ −

1
4-$

				t < 𝑡V
𝑊e 					𝑡 ≥ 𝑡V 	&	𝑁, < 𝑁%(𝑡)
X!%&
4-$

[𝐻, −
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-
./%

.*H%
]eX!/ − 1

4-$
				𝑡 ≥ 𝑡V 	&		𝑁, ≥ 𝑁%(𝑡)

  (11.21) 460 

where  461 

 𝑁, =
*H%1
%&

− 𝑖𝑔 − 𝑖𝑘𝐶,, (11.22) 462 

  463 

 464 

 𝑁%(𝑡) = 𝐻, ⋅ 𝑖𝑘𝐶$ −
(_ (4-$)21

X!%&
e-X!/ ⋅ 𝑖𝑘𝐶$ +

.1
4-$

, (11.23) 465 

   466 

 𝑦) =
.-`.!-?⋅,12%(./%)9<

)
,			𝑦) < 0, (11.24) 467 

     468 

 𝑦$,) =
.±`.!-?⋅,12%(./%)9<

)
, (11.25) 469 

  470 

 𝑁 = −𝑖𝑔 − 𝑖𝑘𝐶, − 𝑖𝑘𝐺)(1 − 𝛼) +
*H%1
%&
, (11.26) 471 

 472 

 473 
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 𝐵b = X!%&
4-$

[𝐻, −
U- ,-

./%
.*H%

−
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
], (11.27) 474 

 475 

 476 

 𝐴a = X%%&
4-$

[
[C*-

0/ ,-
./%

,12%
]-[C&-

0/ ,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
]. (11.28) 477 

 478 

 Appendix 12. Application to the Dendron aquifer system (Additional information on data 479 

for the numerical application) 480 

 481 

The area had around 335 boreholes in 1986, with irrigation accounting for 95% of groundwater 482 

withdrawals (Jolly, 1986). The remaining 5% of groundwater withdrawals were for domestic 483 

consumption and livestock watering. According to Masiyandima et al. (2002), between 1968 and 484 

1986, the farmers’ union set a regulation that only 3% of each 1000 hectares of land should be 485 

irrigated with groundwater, in an attempt to prevent overexploitation of the aquifer system. In 486 

addition, farmers began practicing a variety of cropping patterns and irrigation water management 487 

strategies, such as switching from furrow irrigation to manual move sprinkler systems, and finally 488 

center pivots, which are now utilized on the majority of farms in the area (Masiyandima et al., 489 

2002). As a result, around early 1990s, water table levels began to rise again in the aquifer system. 490 

Severe flood events, in combination with the aforementioned farming patterns and irrigation water 491 

management practices, induced a rise in the water table level. Severe flood events have been 492 

observed in the Limpopo River Basin in the last ten years, in 1955, 1967, 1972, 1975, 1977, 1981, 493 

1990, 2000, and 2013 (CRIDF, 2018). The height of the water table decreased at a much higher 494 

rate in the year 2000, resulting in a water table height range of roughly 1239.5 to 1189.5 meters 495 

above sea level (Masiyandima et al., 2002). Table 1. shows groundwater drawdown and the height 496 

of the water table levels in the Dendron aquifer system over the years for which data is available. 497 

 498 
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Table 1. Groundwater drawdown and height of the water table levels in the Dendron aquifer 499 

system.  500 

Year Groundwater level drawdown (m) Water table height (m.a.s.l) 

1968 9 1277.5 – 1268.5 

1969 1.5 1271.5 

1974 17 1274.5 -1254.5 

1976 5 1259.5 

1986 13 1246.5 

2000 57 1239.5 – 1189.5 

Source: Jolly (1986); Masiyandima et al., (2002) 501 

The hydrological and economic data used in our empirical application are collected from previous 502 

studies in the area as well as groundwater reports from the South Africa Department of Water and 503 

Sanitation (DWS). The Hout River Catchment is characterized by a semi-arid climate, with an 504 

average annual rainfall of 407 millimeters, sandy soil, with Luvisols covering approximately 56% 505 

of the catchment (Ebrahim et al., 2019). Geologically, the Dendron aquifer system is made up of 506 

two interdependent aquifer system, the upper weathered granite aquifer system and the lower 507 

fractured granite aquifer system (Jolly, 1986). In other words, the aquifer system is made up of a 508 

first aquifer system comprised of weathered bedrocks (weathered zone) that sits on top of a lower 509 

aquifer system made of fractured rocks (fractured zone). Archaen rocks, which include leucocratic 510 

granites and gneisses, make up the aquifer system (Jolly, 1986). The weathered zone is said to be 511 

unconfined, whereas the fractured zone is. According to Murray and Tredoux (2002), the two 512 

aquifer systems are partly infilled with clay sediments as a result of weathering in the upper aquifer 513 

system. The presence of fine-grained sediments (clay sediments) within the aquifer system makes 514 

the Dendron aquifer more vulnerable to LS episodes. 515 

 516 

The storage capacity of the aquifer system is estimated at 124 million cubic meters. The landscape 517 

is mostly flat. The upper aquifer system water table is reported to be between 1277.5-1239.5 meters 518 

above sea level, while the lower aquifer system extends up to 1169.5 meters above sea level. There 519 

is little groundwater at heights below 1169.5 meters above sea level (Jolly, 1986). The connection 520 
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between the upper and lower aquifer system, according to Masiyandima et al. (2002), is at 1254.5-521 

1239.5 meters above sea level. In comparison to the lower aquifer system, which has a high yield, 522 

the upper aquifer system has a low storage and yield (Jolly, 1986). According to Holland (2012), 523 

the upper aquifer system has dried up in most areas of the aquifer, leaving just the lower aquifer 524 

with water. As a result, the majority of agricultural production wells in the aquifer system are 525 

drilled in the aquifer system’s lower zone, which is the lower fractured aquifer system (Fallon et 526 

al., 2018; Holland 2011, 2012). Therefore, the yield-related parameters for the aquifer in our 527 

analysis are determined using the lower aquifer system’s hydrological data. We only simulate the 528 

lower aquifer because all of the parameters we used are for the lower aquifer system, where 529 

boreholes are currently drilled, while the upper aquifer system has run dry owing to over-530 

exploitation. However, we take the whole aquifer thickness of the entire aquifer system into 531 

account, which includes both the lower and higher aquifer systems. When certain yield-related 532 

parameters are unavailable, other authors have used values from other weathered-fractured aquifer 533 

systems to analyze groundwater in the Dendron area in the past (Jolly, 1986; Ebrahim et al., 2019). 534 

We use the same approach. 535 

 536 

The economic prices and cost values are expressed in 2011 US dollars. The price of irrigation 537 

water is 3907.38 US dollars (27, 000 Rands) per million cubic meters, based on the 2011 currency 538 

rate (Lange and Hassan, 2006). This figure represents the average tariff for raw water in the 539 

catchment area. We calculate the intercept of the demand function to be 62 using the average 540 

groundwater abstractions from the aquifer system of 17 million cubic meters per year (Ebrahim et 541 

al., 2019). According to DWAF (2003), the fixed pumping cost in a fractured rock aquifer system 542 

with a water table height below  1169.5 meters above sea level in South Africa is 4, 551.20 US 543 

dollars per year. This figure represents the fixed cost of operating and maintaining a pump (or 544 

borehole), that is, the cost when no groundwater is pumped. This covers mechanical and electrical 545 

maintenance, as well as the amortization of extraction technology. The electrical expenses to pump 546 

water from the aquifer system are estimated to be 0.0026 USD per cubic meter or 2,604.92 US 547 

dollars per million cubic meters (DWAF, 2003). To maintain the same reference year for the 548 

parameter values as 2011, the pumping cost intercept in 2011 is 5,209.84 US dollars. Using the 549 

pumping cost function, we find that the slope of the pumping cost function in the area is -3.94.  550 

 551 
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Table  2: Hydrological and economic values of the Dendron aquifer system. 552 

 553 

Parameter   Description   Units   Value    Source 

𝑘   Water demand slope   $/𝑀𝑚#   -0.0425 Authors 

𝑔   Water demand intercept   $/𝑀𝑚#   62  Authors 

𝐶,   Pumping costs intercept   $/𝑀𝑚#   5209.84  Authors 

𝐶$   Pumping costs slope   $/𝑀𝑚#	𝑚   -3.94  Authors 

𝛼   Return flow coefficient  dimensionless   0.2  Jolly (1986) 

𝐻,   Current water table   𝑚   1191.5 Fallon et al. (2018) 

𝐻b  Critical water table level  𝑚 1189.5 Authors 

𝑅   Natural recharge   𝑀𝑚#/𝑦𝑒𝑎𝑟   7.35  Jolly (1986) 

𝐴   Aquifer system area   𝑘𝑚)   1600  Masiyandima et al. 

(2002)  

𝑆   Storativity coefficient  dimensionless   0.0025  Masiyandima et al. 

(2002) 

𝑖   Social discount rate   %   0.08  Conningarth 

Economists 

(2014, pp.69-70). 

𝛽   Pigouvian tax per unit of 

land sinking 

 $/m   1,245  Authors 

𝜂   Water density   𝐾𝑔/𝑚#   1000  Wade et al. (2018) 

𝑏   Aquifer system’s thickness    𝑚   110 Masiyandima et al. 

(2002) 

𝜓   Aquifer system’s 

compressibility 

 𝑚𝑠)/𝑘𝑔   5.1 × 10-$,  Authors 

𝑛   Porosity   dimensionless   0.34 Woessner and 

 Poeter (2020) 

𝜀   Gravitational acceleration   𝑚/𝑠)   9.81  Wade et al. (2018) 

𝑛"   Vadose moisture/ Total 

volume  

 

dimensionless  

 0.1  Jolly (1986) 
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𝛾"   Unit weight of water   𝑁/𝑚#   9810  Poland and Davis 

 (1969) 

 554 

Appendix 13. Regulatory policies and their combined effects 555 

13.1 LS and taxes 556 

Dinar et al. (2021) developed an indicative index (LS Impact Magnitude (LSIE)) to quantify the 557 

extent of LS impact in locations around the world. The more intense the LS impact in that site, the 558 

higher the LSIE value. The LSIE index value for a site in the Western Cape province of South 559 

Africa is 0.6, making it the only South African site included in Dinar et al. (2021) LSIE index 560 

analysis. Without losing generality, this shows that the Limpopo province of South Africa is 561 

vulnerable to LS impacts. The storage externality constant representing the LS impact on aquifer 562 

system storage capacity is assumed to be Ω = 1 − LSIE = 1 − 0.6 = 0.4. This is because the 563 

smaller the LS impact on the aquifer system storage capacity, the larger the constant Ω is. For the 564 

sensitivity analysis, we analyze the case when the observed LSIE index value reduces to 0.51 565 

which results in the storage externality constant being Ω = 1 − LSIE = 1 − 0.51 = 0.49. This 566 

gives us directions of how the optimal trajectories are when the aquifer system is less affected by 567 

land sinking. Once calibrated through simulation, we found that the water table level reduces and 568 

then rise (during the first phase), and sharply reduces (during the second phase). This is true for 569 

any storage externality constant (Ω) in the range 0.4 < Ω ≤ 0.49. And extractions also follow the 570 

same pattern. This indicates that the appropriate storage externality constant should be in that 571 

range. 572 

 573 

Once calibrated through simulation, we found that, both the extractions and water table level only 574 

change significantly when the tax rate per unit of land sinking is strictly very higher. This is 575 

because the Dendron aquifer system is not highly compressible (aquifer system’s compressibility 576 

equal to 𝜓 = 0.00000000051  𝑚𝑠)/𝑘𝑔) which indicates the aquifer system is less prone to LS 577 

impacts. As a result, we found, through calibrated simulations, that the tax rate per unit of land 578 

sinking should be above 4 million US Dollars in order to effect significant changes in both 579 

extractions and the water table level.  580 
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 581 

The aquifer system's archaen rocks distort (fracturing, faulting, and folding) as a result of 582 

weathering and unloading caused by erosion of overlying layers (Kelbe and Rawlins, 2004). This 583 

deformation generally occurs up to 1239.5 m.a.s.l (50 meters below irrigation surface), where the 584 

lower aquifer system began (Kelbe and Rawlins, 2004). Given that the lower aquifer is also 585 

deforming (fracturing), we assume, without loss of generality, that inelastic compaction begins if 586 

deformation extends for an additional 50 meters (at 1189.5 m.a.s.l).  587 

  588 

Appendix 14. Proof of the case when there is LS but no policy ineterventions. 589 

 590 

The hamiltonian function of the system (6)-(8) and a constraint (0 < Ω ≤ 1,	 and β = ϕ(𝑊,𝐻) =591 

0) in the second phase is given as follows  592 

 593 

		ℋ)(𝑡,𝑊), 𝐻), 𝜆)) = −e-./[(!
!

)*
− +(!

*
− (𝐶, + 𝐶$𝐻))𝑊)] + 𝜆) ⋅

[12(4-$)(!]
7⋅%&

 (14.1) 594 

Hence, the first order conditions are as follows  595 

 Aℋ!
A(!

= −e-./[(!
*
− +

*
− 𝐶, − 𝐶$𝐻)] + 𝜆)[

(4-$)
7⋅%&

] = 0. (14.2) 596 

  597 

 598 

 𝜆̇) = − Aℋ!
AC!

. (14.3) 599 

  600 

 𝐻̇) =
$

7⋅%&
[𝑅 + (𝛼 − 1)𝑊)]. (14.4) 601 

The transversality condition is given by lim/→E𝜆)(𝑡) = 0. From Equation (14.2), we obtain the 602 

value for the costate variable 𝜆) as follows.  603 

 604 

 𝜆) =
7
F
e-./[($

*
)𝑊) −

+
*
− 𝐶, − 𝐶$𝐻)], (14.5) 605 

where 𝑚 = (4-$)
%&

. The derivative of 𝜆) with respect to 𝑡 is given by  606 

 𝜆̇) =
7
F
e-./[− .(!

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻) −

H%1
7⋅%&

− 𝐶$
F
7
𝑊) +

(̇!
*
]. (14.6) 607 

The derivative of ℋ) with respect to the water table elevation 𝐻) is given by  608 
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 − Aℋ!
AC!

= −𝐶$𝑊)e-./ . (14.7) 609 

From Equation (14.3) and (14.6), we obtain the following equation.  610 

 −𝐶$𝑊) =
7
F
[− .(!

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻) −

H%1
7⋅%&

− 𝐶$
F
7
𝑊) 611 

 			+ (̇!
*
]. (14.8) 612 

Solving for 𝑊̇) in the above equation we get the following equations.  613 

 7̇⋅(!
F*

= 7⋅.(!
F*

− 7⋅.+
F*

− 7⋅.H&
F

− 7⋅.H%C!
F

+ 7⋅H%1
F7⋅%&

 614 

 			+ 7⋅H%F(!
7⋅F

− 𝐶$𝑊) (14.9) 615 

  616 

 617 

 (̇!
*
= .(!

*
− .+

*
− 𝑖𝐶, − 𝑖𝐶$𝐻) +

H%1
7%&

 618 

 			+𝐶$𝑚𝑊) − 𝐶$𝑚𝑊) (14.10) 619 

  620 

 621 

 𝑊̇) = 𝑖𝑊) − 𝑖𝑔 − 𝑖𝐶,𝑘 − 𝑖𝐶$𝐻)𝑘 +
*H%1
7⋅%&

 (14.11) 622 

  623 

 624 

 𝑊̇) = 𝑖𝑊) − 𝑖𝑘𝐶$𝐻) + [−𝑖𝑔 − 𝑖𝑘𝐶, +
H%*1
7⋅%&

]. (14.12) 625 

Likewise, the value for 𝐻̇) can be rewritten as  626 

 𝐻̇) =
(4-$)(!
7⋅%&

+ 1
7⋅%&

. (14.13) 627 

Consequently, we now have to solve the two simultaneous differential equations ((14.12) and 628 

(14.13)). Thus, by letting 𝑚𝑚 = (4-$)
7⋅%&

, 𝑢 = 𝑖𝑘𝐶$, 𝑁𝑁1 = −𝑖𝑔 − 𝑖𝑘𝐶, +
H%*1
7⋅%&

 and 𝑀𝑀 = 1
7⋅%&

, we 629 

get the following system of differential equations. 630 

 631 

 𝑊̇) = 𝑖𝑊) − 𝑢 ⋅ 𝐻) + 𝑁𝑁1. (14.14) 632 

 𝐻̇) = 𝑚𝑚 ⋅𝑊) +𝑀𝑀. (14.15) 633 

Putting the above system of differential equations in a 𝐷 operator format (where 𝐷 = K
K/

), and 634 

solving for 𝑊) yields the following second order linear non-homogeneous differential equation.  635 
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 [(𝐷) − 𝐷𝑖) + 𝑢 ⋅ 𝑚𝑚]𝑊) = −𝑢 ⋅ 𝑀𝑀. (14.16) 636 

The particular solution of the above differential equation is given by: − LL
FF

 and the solution to the 637 

homogeneous differential equation ([(𝐷) − 𝐷𝑖) + 𝑢 ⋅ 𝑚𝑚]𝑊) = 0) by  638 

 𝑊)(𝑡) = 𝐸𝐴1e/c% + 𝐸𝐵1e/c! , (4.17) 639 

where 𝑧$,) =
.±√.!-?QFF

)
 are the characteristic roots. The parameters 𝐸𝐴1 and 𝐸𝐵1 are constants 640 

to be determined by imposing the initial conditions. Substituting the right hand side (RHS) of 641 

(4.17) for 𝑊(𝑡) in the homogenous DE (𝐻̇) = 𝑚𝑚 ⋅𝑊)) and integrating gives the solution for the 642 

water table level 𝐻(𝑡) as follows.  643 

 𝐻)(𝑡) =
FF⋅R%$

c%
e/c% + FF⋅RS$

c!
e/c! . (14.18) 644 

Furthermore, the steady state level water table is given by  645 

 𝐻)∗ = [
-.(())2UU$

Q
] (14.19) 646 

Hence, the solution for 𝑊)
∗(𝑡) and 𝑊)

∗(𝑡) are given as follows, respectively.  647 

 𝑊)(𝑡) = 𝐸𝐴1e/c% + 𝐸𝐵1e/c! − LL
FF

, (14.20) 648 

   649 

 𝐻)(𝑡) =
FF⋅R%$

c%
e/M% + FF⋅RS$

c!
e/M! +

UU$-.(())
Q

. (14.21) 650 

Similarly to Gisser and Sanchez (1980) results, it is worth mentioning that −4𝑢𝑚𝑚 > 0 since 𝑘 <651 

0, 𝐶$ < 0, 𝑖 > 0, 𝐴 > 0, 𝑆 > 0, Ω > 0, and 𝛼 < 1 ⟹ (𝛼 − 1) < 0. This implies that 𝑧$ > 𝑖 and 652 

𝑧) < 0. Therefore, 𝑧) is the stable characteristic root. Likewise, similarly to Gisser and Sanchez 653 

(1980), we obtained that the transversality condition is only satisfied when 𝐸𝐴1 = 0. By imposing 654 

the initial conditions of the sub problem (𝐻)(𝑡V) = 𝐻V), we obtain the constant 𝐸𝐵 as follows 655 

below.  656 

 𝐸𝐵1 = c!
FF

[𝐻V −
UU$-.(())

Q
]e-c!/* . (14.22) 657 

Therefore, the optimal solutions for 𝑊)
∗(𝑡) and 𝐻)∗(𝑡) are given as follows below, respectively.  658 

 𝑊)
∗(𝑡) = c!

FF
[𝐻V −

UU$-.(())
Q

]ec!(/-/*) − LL
FF

. (14.23) 659 

   660 

 𝐻)∗(𝑡) = [𝐻V −
UU$-.(())

Q
]ec!(/-/*) +

UU$-.(())
Q

. (14.24) 661 
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   662 

We can now solve the first sub-problem since we have the solution (𝑆𝑃)∗) to the second sub 663 

problem. The hamiltonian function of the system in the first phase is given as follows 664 

 665 

 ℋ$(𝑡,𝑊$, 𝐻$, 𝜆)) = −e-./[(%
!

)*
− +(%

*
− (𝐶, + 𝐶$𝐻$)𝑊$] 666 

 		+𝜆$ ⋅
[12(4-$)(%]

%&
 (14.25) 667 

Hence, the first order conditions are as follows  668 

 Aℋ%
A(%

= −e-./[(%
*
− +

*
− 𝐶, − 𝐶$𝐻$] + 𝜆$[

(4-$)
%&

] = 0. (14.26) 669 

  670 

 671 

 𝜆̇$ = − Aℋ%
AC%

. (14.27) 672 

 673 

 674 

 𝜆$∗(𝑡V ,𝑊$
∗(𝑡V), 𝐻$∗(𝑡V)) = 𝜆)∗ (𝑡V ,𝑊)

∗(𝑡V), 𝐻)∗(𝑡V)). (14.28) 675 

 676 

 677 
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A/*

. (14.29) 678 

 679 

 680 

 𝐻̇$ =
$
%&
[𝑅 + (𝛼 − 1)𝑊$]. (14.30) 681 

The transversality condition is given by lim/→E𝜆$(𝑡) = 0. From Equation (14.26), we obtain the 682 

value for the costate variable 𝜆$ as follows.  683 

 𝜆$ =
$
F
e-./[($

*
)𝑊$ −

+
*
− 𝐶, − 𝐶$𝐻$], (14.31) 684 

where 𝑚 = (4-$)
%&

. The derivative of 𝜆$ with respect to 𝑡 is given by  685 

 𝜆̇$ =
$
F
e-./[− .(%

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻$ −
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]. (14.32) 686 

The derivative of ℋ$ with respect to the water table elevation 𝐻$ is given by  687 

 − Aℋ%
AC%

= −𝐶$𝑊$e-./ . (14.33) 688 
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From Equation (14.27) and (14.32), we obtain the following equation.  689 

 −𝐶$𝑊$ =
$
F
[− .(%

*
+ .+

*
+ 𝑖𝐶, + 𝑖𝐶$𝐻$ −
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]. (14.34) 691 

Solving for 𝑊̇$ in the above equation we get the following equations.  692 

 (̇%
F*

= .(%
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F*

− .H&
F
− .H%C%

F
+ H%1

F%&
+ H%F(%

F
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  694 

 695 

 (̇%
*
= .(%

*
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*
− 𝑖𝐶, − 𝑖𝐶$𝐻$ +

H%1
%&
+ 𝐶$𝑚𝑊$ − 𝐶$𝑚𝑊$ (14.36) 696 

  697 

 698 

 𝑊̇$ = 𝑖𝑊$ − 𝑖𝑔 − 𝑖𝐶,𝑘 − 𝑖𝐶$𝐻$𝑘 +
*H%1
%&

 (14.37) 699 

  700 

 701 

 𝑊̇$ = 𝑖𝑊$ − 𝑖𝑘𝐶$𝐻$ + [−𝑖𝑔 − 𝑖𝑘𝐶, +
H%*1
%&
]. (14.38) 702 

Likewise, the value for 𝐻̇$ can be rewritten as  703 

 𝐻̇$ =
(4-$)(%

%&
+ 1

%&
. (14.39) 704 

Consequently, we now have to solve the two simultaneous differential equations ((14.38) and 705 

(14.39)). Thus, by letting 𝑚 = (4-$)
%&

, 𝑢 = 𝑖𝑘𝐶$, 𝑁, = −𝑖𝑔 − 𝑖𝑘𝐶, − 𝑖𝑘𝐺$ +
H%*1
%&

 and 𝑀 = 1
%&

, we 706 

get the following system of differential equations. 707 

 708 

 𝑊̇$ = 𝑖𝑊$ − 𝑢 ⋅ 𝐻$ + 𝑁,. (14.40) 709 

 𝐻̇$ = 𝑚 ⋅𝑊$ +𝑀. (14.41) 710 

Putting the above system of differential equations in a 𝐷 operator format (where 𝐷 = K
K/

), and 711 

solving for 𝑊$ yields the following second order linear non-homogeneous differential equation.  712 

 [(𝐷) − 𝐷𝑖) + 𝑢 ⋅ 𝑚]𝑊$ = −𝑢 ⋅ 𝑀. (14.42) 713 

The particular solution of the above differential equation is given by: −L
F

 and the characteristic 714 

roots by 𝑦$,) =
.±√.!-?QF

)
. Furthermore, the steady state level water table is given by  715 
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 𝐻$∗ = [
-.()2U&

Q
] (14.43) 716 

Hence, the solution for 𝑊$
∗(𝑡) and 𝐻$∗(𝑡) is given by  717 

 𝑊$
∗(𝑡) = 𝐴1�eX%/ + 𝐵1�eX!/ − L

F
. (14.44) 718 

   719 

 𝐻$∗(𝑡) =
F
X%
𝐴1�eX%/ + F

X!
𝐵1�eX!/ +

U&-.
(
)

Q
. (14.45) 720 

Where 𝐴1�  and 𝐵1�  are obtained by imposing the initial conditions. 721 

 722 

 𝐵1� = X!%&
4-$

[𝐻, −
U&-

,-
./%

.*H%
−

[C*-
0&/

,-
./%

,12%
]-[C&-

0&/
,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
], (14.46) 723 

   724 

 𝐴1� = X%%&
4-$

[
[C*-

0&/
,-
./%

,12%
]-[C&-

0&/
,-
./%

,12%
]Y3!4*

Y3%4*-Y3!4*
]. (14.47) 725 

The maximization principle specifies the necessary conditions for optimality. However, it is also 726 

necessary to ensure that the second-order conditions are met. The compliance of the second order 727 

conditions ensures that the maximum principle’s necessary conditions are likewise sufficient for 728 

global optimality. Mangasarian established a basic sufficiency theorem (Chiang 1992, pp. 214–729 

217) that guarantees the second order conditions. In this problem, the sufficient conditions of the 730 

Mangasarian theorem have been verified, allowing us to conclude that the obtained trajectories are 731 

optimal.  732 

  733 
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